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CHAPTER 1

Groups

The topic of this chapter is groups: finite, topological and Lie groups. We
start with a quick review of basic definitions from the theory of groups and then
describe some of the foundational theory of topological and, more particularly,
Lie groups. As far as the theory is concerned, our focus will largely be on basic
examples, constructions and definitions. We usually omit proofs. A background
in differential manifolds – especially Lie brackets and integration – is required for
the latter parts of the chapter. With the possible exception of one or two of the
examples (only needed in chapter 4), readers are likely to be familiar with most of
what we survey. A good strategy is probably to skim through the chapter noting
the notational conventions which are established and used throughout the book.
Finally, we remark that there are many good introductory texts on finite groups
– one we recommend is Scott [157]. A concise graduate level text, which covers
much of what we need in this and the following chapter, is Thomas’s book [169]
which is angled towards the representation theory of finite and Lie groups and
includes basic material on induced representations and Lie algebras.

1.1. Definition of a group and examples

Definition 1.1.1. A group consists of a set G with an identity element,
denoted by eG = e, together with operators of composition (or multiplication)

G×G→ G; (g, h) 7→ gh,

and inversion

G→ G; g → g−1,

which satisfy the following properties

(Id) (Identity) ge = eg = g, for all g ∈ G.
(In) (Inverse) For all g ∈ G, gg−1 = g−1g = e.
(As) (Associativity) (gh)k = g(hk), for all g, h, k ∈ G.

The group is Abelian or commutative if gh = hg, for all g, h ∈ G.

Remark 1.1.2. As simple consequences of the definition we have

(1) (Cancellation law) If gh = gh̄ (or hg = h̄g) then h = h̄.
(2) The identity element of G is unique. (That is, if e′ ∈ G satisfies (Id)

then e = e′).
(3) Every g ∈ G has a unique inverse g−1.

1



2 1. GROUPS

(4) (gh)−1 = h−1g−1, for all g, h ∈ G.

If G is finite, the order of G, denoted |G|, is the number of elements in G.

Definition 1.1.3. Let G be a group. A non-empty subset H of G is a
subgroup of G if for all g, h ∈ H, gh−1 ∈ H.

Remark 1.1.4. If H is a subgroup then e ∈ H and H inherits the structure
of a group from G.

Many interesting examples of groups, both finite and infinite, are obtained
as transformation groups. That is, as sets of transformations of a space, often
preserving some preassigned structure. Group multiplication is then composition
of transformations and so is automatically associative. We usually denote the
identity map of a transformation group of the set X by I or IX .

Examples 1.1.5. (1) Let X be a set. If we let B(X) denote the set of
bijections of X, then B(X) is a group with identity element equal to the identity
transformation of X. If X is finite, B(X) may be identified with the group
Sym(X) of all permutations of X. We refer to Sym(X) as the symmetric group
of X. If X = n = {1, . . . , n}, we write B(X) = Sn – the symmetric group on n-
symbols – and have |Sn| = n! The symmetric groups are of special importance in
finite group theory; in part this is because every finite group G can be represented
as a subgroup of Sym(G) ∼= S|G| (Cayley’s theorem).
(2) Let V be a vector space (over R or C). The general linear group of V , GL(V ),
is the group of invertible linear transformations of V . If V = R then GL(R) ≈ R?
(the multiplicative group of nonzero real numbers). Similarly, GL(C) ≈ C? (the
multiplicative group of nonzero complex numbers). If V is of dimension d then,
after choosing a basis for V , we may identify GL(V ) with an open subset of the
space M(d, d) of d×d-matrices. The group operations of composition and inverse
are then smooth – in fact, rational – functions in the components of the matrices.
We often write GL(n,R), instead of GL(Rn), and GL(n,C), instead of GL(Cn).
(3) Let V be a vector space over R and let ( , ) be a (positive definite) inner
product on V . Let O(V ) denote the subgroup of GL(V ) consisting of linear
maps A preserving ( , ): (Av,Aw) = (v, w), all v, w ∈ V . We refer to O(V )
as the orthogonal group of (V, ( , )). If V is finite dimensional, we may choose
an orthonormal basis of V and thereby identify (V, ( , )) with Rn (standard
Euclidian inner product). We always write the orthogonal group of Rn as O(n).
If instead V is a C-vector space, and ( , ) is an Hermitian inner product on V ,
we obtain the unitary group U(V ) of V . We write U(Cd) = U(d). Both O(n)
and U(d) are compact subgroups of the corresponding general linear group. The
special orthogonal group SO(n) is the subgroup of O(n) consisting of linear maps
of determinant +1. We similarly define the special unitary group SU(n).
(4) Let (X, d) be a metric space. An isometry of X is a map f : X → X
preserving distance: d(f(x), f(y)) = d(x, y), all x, y ∈ X. Let Iso(X) denote the
set of isometries of X. The identity map I of X always lies in Iso(X) and Iso(X)
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has the structure of a group where multiplication is given by composition.
(5) The group of isometries of Rn, denoted E(n), is called the Euclidean group.
If f : Rn → Rn is an isometry, then we may write f(x) = Ax+b, where A ∈ O(n)
and b ∈ Rn are uniquely determined by f . In particular, O(n) (orthogonal
rotations about the origin) and T (n) (the group of all translations of Rn) are
naturally defined as subgroups of E(n). The group E(n) may be represented as
O(n) × T (n) (that is, all pairs (A, b)), but the group structure on O(n) × T (n)
is not the obvious one defined componentwise. We return to this point shortly.
We let SE(n) (the special Euclidean group) be the subgroup of E(n) consisting
of orientation preserving isometries. We may identify SE(n) with SO(n)× T (n).
(6) For n ≥ 3, let Dn denote the dihedral group of order 2n defined (up to
isomorphism) as the subgroup of O(2) consisting of isometries of a regular n-
gon centered at the origin. Denote the subgroup of Dn consisting of orientation
preserving symmetries by Zn (or Z/nZ). Since Dn permutes the n vertices of
a regular n-gon, Dn naturally embeds as a subgroup of Sn. In case n = 2, we
define D2 to be the group of isometries of a (non-square) rectangle. The groups
Zn, n ≥ 2, and D2 are Abelian; Dn is not Abelian, n ≥ 3.

Exercise 1.1.6. Prove that Iso(Rn) = E(n). (Hint: In case n = 2, show that
an isometry is uniquely determined by its values at three non-collinear points.)

1.2. Homomorphisms, subgroups, cosets and quotient groups

Definition 1.2.1. A homomorphism T : G→ K of groups G,K is a mapping
satisfying

T (gg′) = T (g)T (g′), (g, g′ ∈ G).

An isomorphism is a bijective homomorphism.

Remarks 1.2.2. (1) If T : G→ K is a homomorphism, then T (eG) = eK .
(2) If T : G→ K is an isomorphism, then T−1 : K → G is a homomorphism.
(3) An isomorphism T : G→ G is usually referred to as an automorphism (of G).
If there exists h ∈ G such that T (g) = hgh−1, T is an inner automorphism. The
set of automorphisms Aut(G) of G is a group under composition which contains
the set of inner automorphisms as a subgroup.

Definition 1.2.3. Let H be a subgroup of G.

(1) H is a normal subgroup if

gHg−1 = H, (g ∈ G).

If H is a normal subgroup of G, we write H CG.
(2) The normalizer N(H) of H is the subgroup of G defined by N(H) =
{g ∈ G | gHg−1 = H}.

(3) The centralizer of a subgroup H of G is the subgroup of G defined by
CG(H) = {g ∈ G | gh = hg ∀h ∈ H}. We call CG(G) = Z(G) the
centre of G.
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Remark 1.2.4. Let H be a subgroup of G. Then HCN(H), CG(H) ⊂ N(H)
and CG(H) ∩H = Z(H) – the centre of H.

Lemma 1.2.5. If T : G → K is a homomorphism then kernel(T ) C G and
image(T )CK.

Lemma 1.2.6. Let G/H = {gH | g ∈ G} denote the space of (left) cosets. If
H CG, then G/H has the natural structure of a group with respect to which the
quotient map q : G→ G/H is a homomorphism.

Examples 1.2.7. (1) Give R the structure of an (additive) group under +
(so the identity is 0). For a ∈ R?, the map Ma : Z→ R defined by Ma(n) = an is
a group monomorphism with image aZ. The Abelian group R/aZ is isomorphic
to SO(2) by the map

θ 7→
(

cos(2πθ
a

) − sin(2πθ
a

)
sin(2πθ

a
) cos(2πθ

a
)

)

.

We often identify R/2πZ (or R/Z) with SO(2). Another representation of SO(2)
is as the subgroup S1 ⊂ C? consisting of complex numbers of unit modulus. We
tend to use the symbol S1, as opposed to SO(2), when there is a direct connection
to scalar multiplication by complex numbers of unit modulus. For n ≥ 1, the
n-torus Tn is defined to be Rn/2πZn ≈ SO(2)n ≈ (S1)n.
(2) If V is a finite dimensional vector space over R, then the determinant defines
a homomorphism det : GL(V ) → R?. The kernel of det is the normal subgroup
SL(V ) consisting of linear maps of determinant 1. In case V = Rn, we set
SL(V ) = SL(n,R) and refer to SL(n,R) as the special linear group (of degree n).
SL(n,R) is the group of orientation and volume preserving linear isomorphisms
of Rn. We have GL(n,R)/SL(n,R) ≈ R?. We may similarly define SL(n,C) and
SL(n,Z) (the group of integer n× n-matrices with determinant +1).
(3) Let n ≥ 2. Identify C? with the group of all non-zero multiples of the identity
map of Cn. Then C?CGL(n,C). We define PGL(n,C) = GL(n,C)/C? to be the
projective linear group. In case n = 2, PGL(n,C) is isomorphic to the group of
invertible Mobius transformations z 7→ az+b

cz+d
of the Riemann sphere S2 = C∪{∞}.

We may similarly define the real projective linear group PGL(n,R).
(4) Many important examples of finite groups come from geometries defined over a
finite field (see [98] for basic material on finite fields). Let p be a prime, n ≥ 1 and
F = Fpn denote the finite field of order pn. Let GL(n,Fpn) = GL(n, pn) denote the
group of invertible n×n matrices with entries in F. Setting pn = q, |GL(n, pn)| =
Πn−1
j=0 (qn − qj) [157, 5.7.20]. We define the projective group PGL(n, pn) to be

GL(n, pn)/F?. Let Aff1(F) denote the group of affine isomorphisms of F. That
is, Aff1(F) = {(a, b) | a ∈ F?, b ∈ F}. An element (a, b) ∈ Aff1(F) acts on F by
x 7→ ax+ b and it is easily shown that |Aff1(F)| = q(q − 1).

1.2.1. Generators and relations for finite groups. Let g1, . . . , gk be non-
identity elements of the finite group G. Let 〈g1, . . . , gk〉 denote the subset of G
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consisting of all finite products of the gi. Since G is finite, every g ∈ G has finite
order. In particular, if g has order d then g has inverse gd−1. Consequently,
〈g1, . . . , gk〉 defines a subgroup of G. We say G is generated by g1, . . . , gk if
G = 〈g1, . . . , gk〉. A finite group G may be specified precisely by a (minimal) set
g1, . . . , gk of generators together with a set of monomial relations Rj(g1, . . . , gk) =

e, j = 1, . . . , `. The set of relations includes the order relations gdii = e, i =
1, . . . , k, as well as relations between generators. A homomorphism h : G → J
is uniquely determined by the set of values h(g1), . . . , h(gk) and is well defined
provided that Rj(h(g1), . . . , h(gk)) = e, j = 1, . . . , `.

Remark 1.2.8. If G is infinite, we define 〈g1, . . . , gk〉 to be the subgroup of G
generated by all products of gi and g−1

i . We caution the reader that later, when
we come to define topological groups, we use the notation 〈g1, . . . , gk〉 to denote
the closure (in G) of the subgroup generated by g1, . . . , gk.

Examples 1.2.9. (1) The cyclic group Zn ⊂ SO(2) of order n can be gen-
erated by one element (for example, rotation through 2π/n); the dihedral group
Dn ⊂ O(2), n ≥ 2, can be generated by two elements one at least of which must
reverse orientation. For example, if α corresponds to reflection in the x-axis and
β to rotation through 2π/n, then Dn = 〈α, β〉 and the defining relations are
α2 = βn = e, (αβ)2 = e (see also chapter 2).
(2) Let F = Fpn , where p ≥ 3 is prime. Then Aff1(F) may be represented as a
subgroup of Spn of order pn(pn − 1) [157, Chapter 10].
(3) The projective group PGL(2, pn) may be represented as a subgroup of Spn+1.
This follows by noting that the associated projective space P 1(F) is identified
with F ∪ {∞} (for details see [157, 10.6.7–8]).

1.3. Constructions

Definition 1.3.1. Let G, K be groups. The direct product of groups G and
K is the group G×K with composition defined by

(g1, k1)(g2, k2) = (g1g2, k1k2), (g1, g2 ∈ G, k1, k1 ∈ K).

Example 1.3.2. Let Tn denote the n-fold direct product of SO(2). Then Tn
is an Abelian group – the n-torus (see examples 1.2.7(1)).

Definition 1.3.3. Let H, J be subgroups of G such that H CG. The group
G is the semidirect product of H and J if G = HJ and H ∩ J = {e}. We write
G = H o J (or J nH).

Remarks 1.3.4. (1) If G = H o J then every g ∈ G can be written uniquely
as g = hj, h ∈ H, j ∈ J .
(2) If G is the semidirect product of H and J , we say G splits over H. If
G = H o J , then G/H ∼= J and the exact sequence

e→ H → G
q→ G/H → e
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splits (that is, there is an isomorphism σ : G/H → J ⊂ G such that qj = eG/H .

Examples 1.3.5. (1) Let κ ∈ O(2) reverse orientation. Then κ2 = e (κ is an
involution). Since SO(2)CO(2), O(2) = SO(2)oZ2, where Z2 = 〈κ〉. The product
is not direct. Similarly O(n) = SO(n) o Z2, where Z2 is a subgroup of O(n)
generated by any orientation reversing involution. If n is odd, O(n) ≈ SO(n)×Z2

(take κ = −I).
(2) For n ≥ 2, Dn = Zn o Z2, where Z2 is generated by an orientation reversing
element of Dn.
(3) The Euclidean group E(n) consists of all pairs (A, b) ∈ O(n) × T (n). We
define group composition by

(A, b)(C, d) = (AC,Ad+ b).

This is compatible with the transformation group action of E(n) on Rn defined
by (A, b)x = Ax+ b. The group T (n) = {(I, b) | b ∈ Rn} is a normal subgroup of
E(n) and consequently E(n) = T (n)oO(n) ∼= Rn×O(n). A similar result holds
for SE(n) with SO(n) replacing O(n).
(4) Let q = pn, p prime. The group Aff1(Fq) (examples 1.2.9(2)) is the semidirect
product Zq o Zq−1, where Zq C Aff1(Fq) is the group of translations x 7→ x + b
and Zq−1 ≈ GL(Fq) = F?q.

The semidirect product may be defined as a product between groups – that
is, without assuming the groups are subgroups of a given group. Specifically,
suppose that H, J are groups and ρ : J → Aut(H) is a homomorphism (Aut(H)
is the group of automorphisms of H). Define a group operation on H × J by

(h, j)(h′, j′) = (hρ(j)(h′), jj′), (h, h′ ∈ H, j, j′ ∈ J).

With this group operation, we denote the product by H×ρ J and refer to H×ρ J
as the semidirect product of H and J with respect to ρ. We can identify H and
J with the subgroups {(h, eJ) | h ∈ H} and {(eH , j) | j ∈ J} respectively. With
these identifications, H ×ρ J = H o J .

Examples 1.3.6. (1) Let H = Rn, J = O(n) and define ρ : O(n)→ Aut(Rn)
by ρ(A)(b) = Ab. We have Rn ×ρ O(n) = E(n). If instead we take ρ(A) = IRn ,
we obtain the direct product.
(2) Suppose H = SO(2) and J = Z2. The automorphism group of SO(2) consists
of the identity and the involution r(θ) = −θ, θ ∈ SO(2). If J = 〈κ〉, define
ρ : J → Aut(SO(2)) by ρ(κ) = r. We have SO(2)×ρ Z2 ≈ O(2).
(3) Suppose G = H o J and define ρ : J → Aut(H) by ρ(j)(h) = hjh−1. Then
H o J ∼= H ×ρ J . We leave it to the reader to verify that this is consistent with
the previous two examples.
(4) Suppose that J is a subgroup of the symmetric group Sn and let H be a
group. Define ρ : J → Aut(Hn) by ρ(j)(h1, . . . , hn) = (hj−1(1), . . . , hj−1(n)),
(h1, . . . , hn) ∈ Hn. The wreath product H o J of H and J is the semidirect
product H ×ρ J . Let Hn denote the group of n× n signed permutation matrices.
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Each element of Pn is an n× n permutation matrix where we allow the non-zero
entries to be ±1. If we let ∆n denote the group of all n × n diagonal matrices,
entries ±1, then Hn = ∆n o Sn ≈ Z2 o Sn.

1.4. Topological groups

Definition 1.4.1. A group G has the structure of a topological group if G is
a Hausdorff topological space and

G×G→ G; (g, h) 7→ gh−1, (g, h ∈ G)

is continuous.

Remark 1.4.2. So as to avoid all topological issues, we generally assume
that the topology of a topological group has countable base (satifies the second
Axiom of countability). In particular, the group will be compact if and only if it
is sequentially compact.

Examples 1.4.3. (1) Every group may be given the structure of a topological
group by taking the discrete topology on G. However, this is not a particularly
interesting topology and plays no role in what follows. The discrete topology is
the only Hausdorff topology on finite groups.
(2) Euclidean space Rn and Hermitian space Cn have the structure of Abelian
topological groups (usual topology, group composition addition).
(3) Let V be a d-dimensional vector space over either R or C. Then GL(V ) is
a topological group. This is easily seen by choosing a basis for V and regarding
GL(V ) as the group of d× d invertible matrices.
(4) The groups O(n), SO(n) are compact subgroups of GL(n,R) and therefore
inherit the structure of compact topological groups. Similar statements hold for
the unitary and special unitary groups U(n) and SU(n).
(5) The groups E(n) and SE(n) have the topology induced from the product
topology on O(n)× Rn. Both groups have the structure of (non-compact) topo-
logical groups.

Lemma 1.4.4. Suppose that G, K are topological groups and that ρ : G→ K
is a continuous homomorphism. Then kernel(ρ) is a closed normal subgroup of
G. If ρ is proper (inverse images of compact sets are compact), then image(ρ) is
a closed normal subgroup of K.

Exercise 1.4.5. (1) Show that if the group G is a topological space such that
the (g, h) 7→ gh−1 is continuous then G is Hausdorff if and only if {eG} is a closed
subset of G.
(2) Show that the connected component G0 of the identity of a topological group
G is an open normal subgroup of G.
(3) Show that if H is a subgroup of a topological group G then the closure H̄ of
H in G is a closed subgroup of G.
(4)? Find an example of a homomorphism ρ : SO(2) → SO(2) which is not
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continuous.
(5) Find an example of a continuous homomorphism ρ : R → T2 such that
image(ρ) is not a closed subgroup of T2.

Let H be a closed normal subgroup of the topological group G. We give G/H
the quotient topology (the largest or finest topology on G/H which makes the
quotient map q : G → G/H continuous). It follows from the definition that the
group operations on G/H are continuous relative to the quotient topology.

Lemma 1.4.6. Let H be a closed normal subgroup of the topological group
G. Then G/H has the structure of a topological group. In particular, G/H is
Hausdorff.

Proof. Use Exercise 1.4.5(1). �

Example 1.4.7. We conclude this section with an exotic example of a com-
pact Abelian topological group that cannot be represented as a closed subgroup
of GL(V ) for any finite dimensional vector space V . Although the group theoretic
aspects of this example will not play a role in the sequel, we show later that the
group can be represented as a hyperbolic attractor of a smooth diffeomorphism
of R3. Topologically, the group is locally the product of an open interval with a
Cantor set.

We start with a quite general construction. Let G be a compact topological
group. Under componentwise multiplication, the (countable) infinite product

G∞ = Π∞G = GN = {(gn) | gn ∈ G, n ≥ 0}

has the structure of a compact topological group. If G is Abelian, so is G∞.
Suppose that ρ : G→ G is a continuous surjective homomorphism of G. We are
interested in the case when ρ is not 1:1 and ρ has nontrivial kernel. Define

Σ = {(gj) ∈ G∞ | ρ(gj+1) = gj, j ≥ 0}.

Clearly Σ is a closed subgroup of G∞. We refer to Σ as the inverse limit of
ρ : G→ G. The homomorphism ρ extends to a continuous group automorphism
ρ̂ : Σ→ Σ defined by

ρ̂(g0, g1, . . .) = (ρ(g0), g0, g1, . . .).

(The inverse of ρ̂ is given by ρ̂−1(g0, g1, . . .) = (g1, . . .).) If ρ is an automorphism
of G, then Σ ≈ G. If not, we can expect Σ to be much ‘bigger’ than G.

If G = SO(2), p ≥ 2 and ρ is the p-fold covering map ρ(θ) = pθ, then Σ is the
p-adic solenoid . We show in chapter 9 that Σ is topologically the product of an
open interval with a Cantor set.

More examples can be manufactured by taking nonsingular matrices A ∈
GL(n,R) with integer entries. These maps induce endomorphisms of the torus
Tn = Rn/Zn which will be surjective but not bijective if det(A) > 1. For example,
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if n = 2, take

T =

(

2 1
1 3

)

.

Both eigenvalues of T are real and greater than 1. The map T induces a 5 : 1
covering homomorphism of T2. Taking the inverse limit, we obtain a compact
Abelian subgroup Σ of Π∞T2 which may be realized as a 2-dimensional expanding
attractor of a smooth diffeomorphism of R5 (see [180] and chapter 9).

Exercise 1.4.8. Let g1, . . . , gn be non-identity elements of the topological
group G. Let 〈g1, . . . , gn〉 denote the closure in G of the set of all finite words in
g1, g

−1
1 , . . . , gn, g

−1
n . We say g1, . . . , gn are a set of (topological) generators for G

if 〈g1, . . . , gn〉 = G.

(1) Show that 〈g1, . . . , gn〉 is a topological subgroup of G.
(2) Show that if G is compact, then 〈g1, . . . , gn〉 is the closure of the set of

all finite words in gi.
(3) Let α ∈ [0, 1). Show that 〈α〉 = SO(2) = R/Z if and only if α is

irrational.
(4) Show that SO(3) can be generated by two elements but not one element.

Noting Euler’s theorem and the classification of closed subgroups of
SO(3), find conditions on a pair g, h ∈ SO(3) that imply 〈g, h〉 = SO(3).

1.5. Lie groups

In this section we review some basic facts about Lie groups. Our emphasis
will be on compact Lie groups and our approach will be similar to that given in
the book by Thomas [169, Chapter 7]. Bröcker and Dieck [30] and Kobayashi
and Nomizu [103] (for the Lie bracket theory) are good alternate references.
Our emphasis will be on the differential rather than the algebraic theory (Lie
algebras). A fair slice of what we discuss will be developed further in subsequent
chapters.

Definition 1.5.1. A Lie group is a topological group G such that

(1) G has the structure of a smooth differential manifold.
(2) The composition map G×G→ G; (g, h) 7→ gh−1 is smooth.

Remarks 1.5.2. (1) We emphasize that by ‘smooth’ we always mean C∞.
(2) It may be shown that every Lie group admits the structure of a real analytic
manifold such that the operations of group composition are real analytic maps.
This 1952 result follows from theorems of Gleason [78] and Montgomery and Zip-
pin [128] which imply that every connected locally Euclidean topological group
is Lie (Hilbert’s fifth problem). The result for G compact was proved by von
Neumann [133] in 1933 and for Abelian groups by Pontryagin [144] in 1939.

Examples 1.5.3. (1) Since the general linear groups GL(m,R) and GL(m,C)

may be represented as open subsets of Rm2
and Cm2

, it is obvious that both groups
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have the structure of a Lie group. In this case group operations are rational func-
tions of the matrix entries. The orthogonal groups O(m), SO(m) ⊂ GL(m,R)
and the unitary groups U(m), SU(m) ⊂ GL(m,C) also have the structure of
compact Lie groups. This may be shown either directly by using Lie algebras
to construct charts or by noting that both groups are closed subgroups of a Lie
group and therefore Lie by a result we prove later in the chapter (theorem 1.5.24),
(2) If G is compact but not connected then the identity component G0 of G is a
normal open subgroup of G and G/G0 is finite.

Exercise 1.5.4. Show that a non-empty open subgroup H of the identity
component G0 of a Lie group is equal to G0 (Hint: The cosets of H in G0 are all
open and so H must be closed.)

Remark 1.5.5. Using the Peter-Weyl theorem, it may be shown that every
compact Lie group is isomorphic to a subgroup of O(m), for large enough m
(for a proof see [30, Chapter III, §§3,4]). A consequence is that every compact
group has the (unique) structure of a real algebraic variety. Indeed, a compact
Lie group may be represented as the set of real points of a (complex) algebraic
group. If G is finite, G may be represented as as subgroup of O(m), where
m = |G| – this follows from Cayley’s theorem since G is isomorphic to a subgroup
of the symmetric group Sm and Sm ⊂ O(m) if regard each element of Sm as a
permutation of coordinates in Rm. On the other hand there exist examples of
non-compact connected Lie groups which cannot be represented as a subgroup
of GL(m,R) for any m ∈ N. As an example, we sketch why the universal cover
SL(2,R)? of SL(2,R) cannot be represented as a matrix group. First note that the
universal cover G? of a Lie group G carries the natural structure of a Lie group for
which the covering homomorphism π : G? → G is smooth. It is straightforward
to show that π1(SL(2,R)) = Z. Using a complexification argument (SL(2,C) is
simply connected and the inclusion SL(2,R) ↪→ SL(2,C) induces the zero map
on π1), it may be shown that every homomorphism h : SL(2,R)? → GL(m,R)
factors through π : SL(2,R)? → SL(2,R). Hence SL(2,R)? cannot be represented
as a subgroup of GL(m,R) for any m ∈ N. (SL(2,R)? is not a linear Lie group.)
This example, due to Birkoff, appears in [129, page 191].

Exercise 1.5.6. Show that the universal cover G? of a connected Lie group G
carries the natural structure of a Lie group for which the covering homomorphism
π : G? → G is smooth. Show that the kernel of π is a (discrete) normal subgroup
of Z(G?).

The group G is semisimple if G has finite centre and is simple if G contains
no proper normal subgroups. The classical compact Lie groups SO(n), (special
orthogonal group, n ≥ 3), SU(n), (special unitary group, n ≥ 2), and Sp(n)
(symplectic group, n ≥ 2), provide examples of compact connected semisimple
groups. The quotient of any one of these groups by its centre defines a simple
group (thus SO(2n + 1) is simple, all n ≥ 1). The only other compact simple
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groups are the exceptional simple Lie groups G2, F4, E6, E7, E8. If G is simple,
then the universal cover G? is compact semisimple.

If G is any compact connected Lie group, there exist m ≥ 0, compact simply
connected groups G1, . . . , Gp, with each Gi/Z(Gi) simple, and a finite covering
homomorphism

φ : Tm × G̃1 × . . .× G̃p → G,

Up to order, Tm, G1, . . . , Gp are uniquely determined by G. (See [30, Chapter
V, Theorem 8.1].) In case G is Abelian, the proof of this result is elementary and
we give it shortly.

It follows from Kronecker’s theorem that there is a dense full measure subset of
G of Tm consisting of topological generators: if g ∈ G, then 〈g〉 = Tm. For general
compact connected Lie groups, two generators suffice. For compact connected
semisimple Lie groups, it can be shown that there is a (Zariski) open and dense
subset of G2 consisting of pairs which topologically generate G (for a proof of
this result, which is due to Ulam, see [63]).

1.5.1. The Lie bracket of vector fields. Before we discuss the Lie algebra
of a Lie group, we review some facts about the Lie bracket of vector fields (for
more details, see [103, Chapter 1] or [169, Chapter 7]).

Let C∞(TM) denote the space of smooth vector fields on the manifold M . If
X ∈ C∞(TM), let φXt denote the flow of X (φXt will be defined and smooth on
a non-empty open neighbourhood of M × {0} in M × R).

The space C∞(TM) is naturally isomorphic to the space of R-linear deriva-
tions1 of C∞(M). Each X ∈ C∞(TM) determines the derivation (or Lie deriv-
ative) LX : C∞(M) → C∞(M) by LXf = 〈df,X〉. The Lie bracket [X, Y ] of
X, Y ∈ C∞(TM) is the unique vector field associated to the derivation LYLX −
LXLY . We recall some basic properties of the Lie bracket which may be proved
either directly from the definition or by using local coordinates.

Lemma 1.5.7. (1) (C∞(TM), [ , ]) has the structure of a real Lie al-
gebra. In particular, we have [X, Y ] = −[Y,X] and Jacobi’s identity:
[X, [Y, Z]] + [Y, [Z,X]] + [Z.[X, Y ]] = 0, X, Y, Z ∈ C∞(TM).

(2) If, in local coordinates, X = (X1, . . . , Xm), Y = (Y1, . . . , Ym), then

[X, Y ]i =
∑

j

(

Xj
∂Yi
∂xj
− Yj ∂Xi∂xj

)

.

(3) If f : M → N is a diffeomorphism, X ∈ C∞(TM) and we define f?X =
TfX◦f−1 ∈ C∞(TN), then f?[X, Y ] = [f?X, f?Y ], all X, Y ∈ C∞(TM).

(4) If X, Y ∈ C∞(TM) have respective flows φXt , φYt , then

[X, Y ] =
d

dt
(φXt )?Y |t=0 = − d

dt
(φYt )?X|t=0

1A derivation δ of C∞(M) satisfies δ(fg) = gδ(f) + fδ(g), for all f, g ∈ C∞(M)
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1.5.2. The Lie algebra of G. Every h ∈ G determines a smooth diffeomor-
phism Lh : G → G defined by left translation Lh(g) = hg. Similarly, we define
right translation Rh : G→ G by Rh(g) = gh. Left and right translation commute

LhRk = RkLh, (h, k ∈ G).

Let g = TeG denote the tangent space to G at the identity.
Let C∞G (TG) denote the space of (smooth) left invariant vector fields on G.

That is, X̄ ∈ C∞G (TG) if X̄(gh) = TLgX̄(h). There is a natural isomorphism
g ≈ C∞G (TG) defined by mapping X ∈ g to the left invariant vector field X̄ on
G defined by

X̄(g) = TLgX, g ∈ G.
Conversely, every left invariant vector field on G is equal to X̄ for a unique X ∈ g.

Example 1.5.8. The evaluation map G × g → TG, (g,X) → X̄(g), defines
a natural trivialization TG ≈ G × g and so G is parallelizable. This simple
observation lies at the heart of many geometric properties of compact Lie groups.
As an example, we shall see later that the exponential map of the Lie algebra of
a compact Lie group G (to be defined shortly) is equal to the exponential map
of an invariant Riemannian metric on G (see chapter 3). We thereby obtain a
relationship between the Lie algebraic and differential geometric properties of G.

If X, Y ∈ g, then [X̄, Ȳ ] is left invariant by lemma 1.5.7(3). Hence there exists

a unique Z ∈ g such that [X̄, Ȳ ] = Z̄ = [X, Y ]. In this way we may define a Lie
algebra structure on g by [X, Y ] = Z. In future we refer to g as the Lie algebra
of G and always assume that g is equipped with the Lie bracket [ , ].

Exercise 1.5.9. Show that the lie algebra gl(m,R) of GL(m,R) is the space
of all m ×m matrices and that the Lie algebra structure on gl(m,R) is defined
by [A,B] = AB −BA.

Lemma 1.5.10. Let K : G → H be a smooth homomorphism of Lie groups.
Then

K? = TeK : g→ h

is a homomorphism of Lie algebras (K?[X, Y ] = [K?X,K?Y ], for all X, Y ∈ h).

Proof. We have KφXt = φK?Xt for all X ∈ g. Now use lemma 1.5.7(4). �

1.5.3. The exponential map of g. We start by establishing properties of
the flow φX of X̄, X ∈ g. Given g, h ∈ G, the left invariance of X̄ implies that
gφXt (h) is the integral curve of X̄ through gh and so

(1.1) φXt g = gφXt , for all g ∈ G.
(This is a general property of the flow of a ‘G-equivariant’ vector field – see
chapter 2).

Lemma 1.5.11. Let X ∈ g.
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(1) The domain of φX is (all of) G× R.
(2) The map R → G, t 7→ φXt (e) is a (smooth) group homomorphism.

({φXt | t ∈ R} is a 1-parameter group of diffeomorphisms of G.)
(3) For all t, s ∈ R, X ∈ g, φsXt = φXst .

Proof. Let γ = φXe : (a, b) → G denote the maximal integral curve of X̄
through e. Since, by left invariance, gγ : (a, b)→ G is an integral curve through
g, we see easily that gγ : (a, b)→ G is the maximal integral curve through g for
all g ∈ G. Hence the domain of φX is G× (a, b). For all t, s ∈ (a, b) we have

γ(s)γ(t) = φXs (e)φXt (e) = φXt (φXs (e)),

where the second equality uses (1.1). Since φXt (φXs (e)) is an integral curve through
φXs (e) = γ(s), uniqueness of integral curves implies that t+s ∈ (a, b) for all t, s ∈
(a, b). Hence (a, b) = R, proving (1). Since γ(t + s) = φXs+t(e) = φXs (φXt (e)) =
γ(t)γ(s), γ : R → G is a group homomorphism, proving (2). For the final
statement, rescale time (γ(t) is a trajectory of X if and only if γ(st) is a trajectory
of sX). �

Exercise 1.5.12. Show that the set of all smooth group homomorphisms
c : R→ G is naturally isomorphic to g (we can replace ‘smooth’ by ‘continuous’
in this result).

We define the exponential map expG = exp : g→ G by exp(X) = φX1 (e).

Lemma 1.5.13. (1) exp : g→ G is smooth.
(2) Te exp : g→ g is the identity map.
(3) exp restricts to a diffeomorphism of an open neighbourhood of the origin

in g onto an open neighbourhood of the identity in G.
(4) exp is natural in the sense that if K : G→ H is a (smooth) homomor-

phism of Lie groups then

K expG = expH K?,

where K? = TeK : g→ h.
(5) If X ∈ g and φXt denotes the flow of X̄, then φXt (g) = g exp(tX), all

g ∈ G.

Proof. Statement (1) is a consequence of standard results on the smooth
dependence of solutions of ordinary differential equations on a parameter. For
(2), note that by lemma 1.5.11(3) we have

D exp(0)(X) =
d

dt
exp(tX)|t=0 =

d

dt
φXt (e) = X,

and so D exp(0) = Ig. Applying the implicit function theorem, exp is a local
diffeomorphism at 0 ∈ g. The naturality of exp follows from KφXt (eG) = φYt (eH),
where Y = K?(X). The final statement is a consequence of lemma 1.5.11(3)
and (1.1). �
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Example 1.5.14. If G is a Lie subgroup of GL(m,R) and X ∈ g then expX =
∑∞

n=0
Xn

n!
.

Lemma 1.5.15. If G is connected then exp : g→ G is a homomorphism with
respect to the additive structure on g if and only if G is Abelian.

Proof. If G is Abelian the composition map c : G×G→ G, c(g, k) = gk, is
a homomorphism and T(e,e)c(X, Y ) = X + Y . So, by lemma 1.5.13(4), exp(X +
Y ) = exp(X) exp(Y ). We leave the converse to the reader (use lemma 1.5.13(3)
together with exercise 1.5.4). �

Proposition 1.5.16. A compact connected Abelian Lie group is isomorphic
to a torus.

Proof. Let G be a connected compact Abelian group. By lemma 1.5.15,
exp : g → G is a homomorphism. The homomorphism is surjective since the
image of the exponential map generates G (lemma 1.5.13(3) and exercise 1.5.4).
Since exp is a local diffeomorphism at 0 ∈ g, the kernel Γ of exp is a discrete
subgroup Γ of g ∼= Rn, n = dim(G). One may show (see exercise 1.5.17(3)) that
there exist linearly independent vectors g1, . . . , gp ∈ g generating Γ. If p = n,
then g/Γ ∼= Tn and we are done. Otherwise, complete to a basis g1, . . . , gn of g,
and observe that g/Γ ∼= Tp × Rn−p which cannot be compact unless p = n. �

Exercise 1.5.17. (1) Regard SO(n) as a subgroup of GL(n,R). Verify that
SO(n) is a Lie subgroup of GL(n,R) and that the Lie algebra so(n) ⊂ gl(n,R) of
SO(n) may be identified with the space of n×n skew symmetric matrices. (Hint:
Let A ∈ gl(n,R) be skew symmetric: A + At = 0. Show that exp(A) ∈ SO(n).
Now use the fact that dim(SO(n)) = n(n−1)/2 together with the fact that exp is
a local diffeomorphism to construct a chart for SO(n) at the identity. Translate
by group elements to get a differential atlas.)
(2) Let X be a non-zero element of the lie algebra of G. Show that ΓX =
{exp(tX) | t ∈ R} is an Abelian subgroup of G. Find (up to isomorphism) ΓX in
case G = SO(3). Show that for ‘most’ X ∈ so(4), the closure of ΓX is isomorphic
to T2. Find the corresponding results for SO(2n) and SO(2n+ 1). (These exam-
ples are special cases of the fundamental theorem that every compact connected
Lie group has a maximal torus Tm and that the set of conjugates gTmg−1 fills
out G. There are also results for compact disconnected Lie groups [30, Chapter
IV, §4] and we return to these questions in chapter 8).
(3) Suppose that Γ is a discrete subgroup of Rn. Complete the proof of proposi-
tion 1.5.16 by showing that there exists a linearly independent set g1, . . . , gp ∈ Γ
which generates Γ. (Hints: Prove by induction on n. Assume true for n − 1.
Choose g1 ∈ Γ \ {0} to be of shortest length. Write Rn = Rg1 ⊕ V , where
V = (Rg1)⊥. If π : Rn → V denotes orthogonal projection, prove π(Γ) is discrete
by showing that every nonzero element of π(Γ) has length at least ‖g1‖/2. Now
apply the inductive hypothesis to π(Γ) and thereby find a linearly independent
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subset of Γ which projects by π onto a basis of π(Γ) and extends by g1 to a basis
of Γ.)
(4) Show that if we define f : g2 → G by f(X, Y ) = exp(X+Y ) exp(−X) exp(−Y ),
then Tf(0,0) = 0. In particular, exp(X+Y ) exp(−Y ) exp(−X) = eG+o(‖(X, Y )‖),
relative to any norm ‖ ‖ on g2.)
(5) Show that every connected Abelian Lie group G is isomorphic to Tp × Rq,
where p+ q = dim(G).
(6) Show that the Lie algebra sl(n,R) of SL(n,R) is the space of n× n-matrices
with trace zero.
(7) Show that even if G is connected, the exponential map exp : g→ G need not
be onto. (Hint: Take G = SL(2,R) and show that the diagonal matrix (λ, λ−1)
cannot be represented as eA, trace(A) = 0, if λ < 0 and λ 6= −1.)

1.5.4. Additional properties of brackets and exp. In this subsection we
give some details on the relationship between the adjoint representation of g and
the action of g on G via the exponential map. While we make rather limited use
of these results in the remainder of the book, we include them as they provide
a useful guide to computations that relate the bracket structure to the group
operations on G.

Given X ∈ g, let c(X) ∈ Aut(G) be defined by c(X)(g) = exp(X)g exp(−X).
Let c?(X) = Tec(X) : g→ g and note that c?(X) is a Lie algebra homomorphism
(lemma 1.5.10).

Lemma 1.5.18. For all X, Y ∈ g,

[X, Y ] =
d

dt
c?(tX)Y |t=0.

Proof. By lemma 1.5.7(4), [X̄, Ȳ ] = d
dt

(φXt )?Ȳ |t=0. Since φXt (g) = g exp(tX),
we have

(φXt )?Ȳ (e) = T exp(tX)Ȳ (exp(−tX))(e) = c?(tX)Ȳ (e).

Hence [X, Y ] = [X̄, Ȳ ](e) = d
dt
c?(tX)Y |t=0. �

The adjoint Lie algebra representation of g is the map ad : g→ L(g, g) defined
by

ad(X)(Y ) = [X, Y ], X, Y ∈ g.

Exercise 1.5.19. Using the Jacobi identity, show that ad is a Lie algebra
homomorphism: [ad(A), ad(B)] = ad([X, Y ]) (the bracket on L(g, g) is the com-
mutator).

Given A ∈ L(g, g), we define eA =
∑∞

j=0 A
j/j! ∈ GL(g) ⊂ L(g, g).

Lemma 1.5.20. For X, Y ∈ g, c?(X)Y = ead(X)Y .

Proof. Define the smooth curve X(t) in g by X(t) = c?(tX)Y . Then
X(0) = Y and X(s + t) = c?(sX)c?(tX)Y , since c(tX + sX) = c(sX)c(tX).



16 1. GROUPS

Differentiating with respect to s and setting s = 0 it follows from Lemma 1.5.18
that

X ′(t) = [X,X(t)] = ad(X)(X(t)).

The solution of this ordinary differential equation with X(0) = Y is given by
X(t) = etad(X)Y . Taking t = 1, the result follows. �

Lemma 1.5.21. Let X(t) be a smooth curve in g. Then

T exp(X(t))
d

dt
exp(−X(t)) = −f(ad(X(t))X ′(t),

where f(z) = (ez − 1)/z.

Proof. For s, t ∈ R, define B(s, t) ∈ g by

B(s, t) = T exp(sX(t))
d

dt
exp(−sX(t)).

Differentiating with respect to s, we find after some work that

∂B

∂s
= [X,B]−X ′(t).

The solution to this inhomogeneous linear equation in s is given by

B(s, t) = esad(X)

(

B(0, t) +

∫ s

0

e−uad(X)X ′(t) du

)

.

Setting s = 1, and noting that B(0, t) = 0, the result follows. �

Remark 1.5.22. Choose an open neighbourhood U of 0 ∈ g so that exp
restricts to a diffeomorphism of U onto an open neighbourhood V of eG ∈ G. Let
log = (exp |U)−1. Lemma 1.5.21 is the key step towards proving the Cambell-
Baker-Hausdorff formula which gives an explicit formula for log(exp(X) exp(Y ))
in terms of the Lie algebra structure on g:

log(exp(X) exp(Y )) = X +

∫ 1

0

Ψ(ead(X)etad(Y ))(Y ) dt,

where Ψ(z) = log z/(z− 1) and is analytic near z = 1. Using this result one may
derive a power series expansion for log(exp(X) exp(Y )) in terms of Lie bracket
operations:

log(exp(X) exp(Y )) = X + Y +
1

2
[X, Y ] +

1

12
([X, [X, Y ]]− [Y, [Y,X]]) + . . . .

The Cambell-Baker-Hausdorff formula implies that the group multiplication of
G is determined uniquely by the Lie algebra structure on g. From this it can be
shown fairly easily that every linear Lie algebra (that is, Lie subalgebra of the
space of n × n-matrices) is the linear algebra of a Lie group (the group will not
be unique).
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Exercise 1.5.23. Suppose the neighbourhoods U, V are chosen as in the
previous remark. Let C(t) = log etAeB, where A,B ∈ U are chosen sufficiently
small so that etAeB ∈ V , |t| < 1. Show that eC(t) d

dt
e−C(t) = −A and hence

A = f(ad(C)(t))C ′(t) (lemma 1.5.21). Now use the fact that f(log z)Ψ(z) = 1
to find a differential equation for C and deduce the Cambell-Baker-Hausdorff
formula.

1.5.5. Closed subgroups of a Lie group.

Theorem 1.5.24. If H be a closed subgroup of the Lie group G, then H is a
Lie subgroup of G (that is, H is a closed submanifold of G).

Proof. It suffices to find an open neighbourhood D′ of e ∈ G such that
H∩D′ is a submanifold of G since we can translate charts for H∩D′ by elements
of H to obtain a differential atlas of H. The proof proceeds by constructing the
Lie algebra h of H (strictly H0) and using the exponential map restricted to h to
construct a chart with domain D′.

Choose an open neighbourhood U of 0 ∈ g such that exp restricts to a dif-
feomorphism of U onto an open neighbourhood D of e ∈ G. Let log : D → U
denote the inverse map.

Fix a norm ‖ ‖ on g. Set U ′ = log(H ∩D). If (vn) ⊂ U ′ \ {0} is a sequence
converging to 0, choose a subsequence so that vn/‖vn‖ converges to X ∈ g,
‖X‖ = 1. We claim exp(tX) ∈ H, all t ∈ R. To this end, fix t 6= 0. Let mn denote
the integer part of t/‖vn‖. Then limn→∞mn‖vn‖ = t and so limn→∞mnvn = tX.
Hence limn→∞ exp(mnvn) = exp(tX). But exp(mnvn) = exp(vn)mn ∈ H and so,
since H is closed, exp(tX) ∈ H.

Let L = {tX | X = lim (vn/‖vn‖), (vn) ⊂ U ′, t ∈ R}. We claim L is a linear
subspace of g. Since L is closed under scalar multiplication, we must show L is
closed under addition. Suppose X, Y ∈ L. We have exp(X/n) exp(Y/n) ∈ H for
all n ∈ N and so hn = log(exp(X/n) exp(Y/n)) ∈ U ′, for all sufficiently large n.
By exercise 1.5.17(4), exp(X/n) exp(Y/n) = exp((X + Y )/n + O(1/n)) and so
hn = (X + Y )/n + O(1/n). Hence limn→∞ hn/‖hn‖ = (X + Y )/‖X + Y ‖ and
X + Y ∈ L.

Let L′ be an open neighbourhood of the origin in L. We claim that exp(L′)
is a neighbourhood of the identity in H. Certainly exp(L′) ⊂ exp(L) ⊂ H.
Let E be a vector space complement to L in g and define f : L ⊕ E → G by
f(X, Y ) = exp(X) exp(Y ). Since T(0,0)f(A,B) = A + B, (A,B) ∈ L ⊕ E, f is
a local diffeomorphism at the origin of g. Suppose that every neighbourhood of
e ∈ G contains points of H not in exp(L′). Then we may choose a sequence
(Xn, Yn) of points in L′⊕E such that (Xn, Yn)→ 0, Yn 6= 0, and f(Xn, Yn) ∈ H.
Choosing a subsequence, we may suppose that Yn/‖Yn‖ → Y , ‖Y ‖ = 1. Since
exp(Xn) ∈ H and H is a subgroup, we have exp(Yn) ∈ H and so Y ∈ L,
a contradiction. Since exp |L is a local diffeomorphism at the origin, we may
choose L′ so that exp maps L′ diffeomorphically onto an open neighbourhood D′

of e ∈ H. �
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1.6. Haar measure

We conclude the chapter by recalling the simple proof of the existence of Haar
measure for a compact Lie group.

Theorem 1.6.1. Let G be a compact Lie group. There exists a unique Borel
probability measure on G which is invariant under both left and right translations.

Proof. We prove existence and leave uniqueness to the reader. Suppose that
dim(G) = m. Let τ ?G : T ?G → G denote the cotangent bundle of G (bundle of
1-forms). Then ∧mT ?G→ G is a line bundle over G. The fibre of ∧mT ?G→ G
over the identity e ∈ G is precisely ∧mg?. Let φ ∈ ∧mg? be non-zero. We define
the smooth left invariant section ω of ∧mT ?G by

ω(g) = (∧mTL?g−1)(φ), g ∈ G.
Since ω is non-vanishing it defines a volume form on G. Multiplying φ by a
non-zero constant we may assume that

∫

G
ω = 1. Since ω is left invariant, the

associated Borel probability measure dh on G is left invariant. To prove right
invariance of dh, it suffices to show ω is right invariant. Let k ∈ G and set
ω̄ = R?

kω. Since ∧mg? is 1-dimensional, there exists a ∈ R such that ω(e) = aω̄(e).
Since left and right multiplication commute and ω is left invariant, ω̄ is left
invariant and so ω(g) = aω̄(g), for all g ∈ G. Certainly

∫

G
ω̄ = a

∫

G
ω. On the

other hand, it follows from standard properties of the integral of m-forms that
∫

G
ω̄ =

∫

G
R?
kω =

∫

G
ω. Hence a = 1 and ω is right invariant. �

Remarks 1.6.2. (1) If G is finite, then dh = 1
|G|
∑

g∈G δ(g), where δ(g) is the

Dirac probability measure supported at g.
(2) If G is a compact topological group then G admits a unique left and right
invariant probability measure. If we allow G to be non-compact then it can be
shown that there exist both left and right invariant Borel measures on G but not
necessarily a measure which is left and right invariant. Proofs can be found in
any text on topological groups (a proof for compact topological groups may be
found in [169, Appendix A]).



CHAPTER 2

Group Actions and Representations

2.1. Introduction

The topic of this chapter is group actions and the geometry of linear G-
spaces (representations). Our emphasis will be on basic constructions, such as
the twisted product, representation theory, and on the stratification of a linear G-
space by isotropy type. We also include some preliminary definitions and results
on smooth invariant and equivariant maps (a topic we develop much further in
subsequent chapters). As the chapter is intended to be introductory, most of the
examples we give will involve linear actions by finite groups and we defer the
more general non-linear theory of smooth actions by compact Lie groups to the
next chapter.

2.2. Groups and G-spaces

Let X be a set and B(X) denote the group of all bijections of X. We have
an action of B(X) on X defined by

B(X)×X → X; (g, x) 7→ g(x) = gx.

More generally, if G is a group then a homomorphism ρ : G → B(X) deter-
mines an action of G on X by

G×X → X; (g, x) 7→ ρ(g)(x).

Usually, we just set ρ(g)(x) = gx. Note that the identity e ∈ G always acts as
the identity transformation of X and that for all g, h ∈ G, x ∈ X we have

(gh)x = g(hx).

We call X, together with an action of G on X, a G-set.

Definition 2.2.1. Given G-sets X, Y , a map f : X → Y is G-equivariant if
f(gx) = gf(x) for all x ∈ X, g ∈ G.

Definition 2.2.2. Let ρ1, ρ2 : G → B(X) be homomorphisms. The asso-
ciated G-actions on X are isomorphic or equivalent if there is a G-equivariant
T ∈ B(X). That is, a bijection T : X → X such that

Tρ1(g) = ρ2(g)T, (g ∈ G).

We say T intertwines ρ1 and ρ2. More generally, the G-sets X and Y are equiv-
alent if there is a G-equivariant bijection between X and Y .

19
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Examples 2.2.3. (1) Let (X, d) be a metric space and Iso(X) ⊂ B(X) de-
note the group of isometries of X (see chapter 1). Every isometry is a home-
omorphism of X. If X is compact, we can define a metric ρ on Iso(X) by
ρ(f, g) = supx∈X d(f(x), g(x)). The group operations of multiplication and inver-
sion are continuous with respect to ρ and Iso(X) has the structure of a topological
group. The associated action Iso(X)×X → X of Iso(X) on X is continuous.
(2) Let X = S1, the unit circle in C, and O(2) denote the orthogonal group
of transformations of C ≈ R2. As metric on S1 we take arc length. Then
Iso(S1) ≈ O(2). Represent SO(2) ⊂ O(2) as the group of rotations Rθ through
angle θ, θ ∈ [0, 2π). Define actions ρ1, ρ2 : SO(2)→ Iso(S1) by ρ1(θ)(z) = Rθ(z),
ρ2(θ)(z) = R−θ(z). The actions ρ1, ρ2 are isomorphic since Tρ1(θ) = ρ2(θ)T ,
where T : S1 → S1 is complex conjugation. (The map T is an isometry and we
usually require that the intertwining map preserves the underlying structure.)
(3) If we take X = Sn ⊂ Rn+1 with the metric induced from the Euclidean inner
product on Rn+1, then Iso(Sn) = O(n+ 1) – the orthogonal group. (For general
results on isometry groups of (Riemannian) manifolds, we refer to Kobayashi &
Nomizu [103, pages 306–309].)

2.2.1. Continuous actions and G-spaces. Suppose that X is a topologi-
cal space and G is a topological group (always assumed Hausdorff). We call X,
together with a continuous action G × X → X, a G-space. If X is a G-space,
then every g ∈ G defines a homeomorphism g : X → X. For equivalence of
G-spaces we require that the intertwining map is a homeomorphism.

Examples 2.2.4. (1) Let f : X → X be a homeomorphism. We define a
Z-action on X by

Z×X → X, (n, x) 7→ fn(x).

With respect to this action, X has the structure of a Z-space. Conversely, every
continuous Z-action on X is generated by a homeomorphism of X.
(2) Let V be a smooth vector field on Rn and suppose that solutions to the
differential equation x′ = V (x) are defined for all time. Given x ∈ Rn, let φx(t)
denote the solution with initial condition x. Define φt : Rn → Rn by φt(x) =
φx(t). Then φt is a smooth diffeomorphism of Rn and φt ◦ φs = φt+s. It follows
that {φt} gives Rn the structure of a (smooth) R-space. We call {φt | t ∈ R} a
flow on Rn. Conversely, if {φt} gives Rn the structure of a smooth R-space, we
have an associated vector field V on Rn (the infinitesimal generator of the action)
defined by V (x) = d

dt
φt(x)|t=0.

2.3. Orbit spaces and actions

Throughout this section we assume that X is a metric space (the results hold
if X is a Hausdorff topological space). Suppose that X is G-space.

If Y ⊂ X, then Y is G-invariant if

gY = Y, (g ∈ G).
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Given A ⊂ X, the G-orbit of A is defined by

G(A) = GA = {ga | g ∈ G, a ∈ A}.
If x ∈ X, Gx is the G-orbit through x. A G-orbit is a G-invariant subset of X.

Lemma 2.3.1. If G is compact, then the action ρ : X × G → X is closed (ρ
maps closed sets to closed sets). In particular, if A ⊂ X is closed, then GA ⊂ X
is closed and the G-orbit through x ∈ X is compact.

Proof. Let Z ⊂ X × G be closed and suppose z ∈ ρ(Z). There exists a
sequence (xn, gn) ⊂ Z such that ρ(xn, gn) = zn converges to z. Taking subse-
quences we may assume that gn → g, since G is compact. It follows that xn =
ρ(gn(xn), g−1

n ) converges to ρ(z, g−1) = g−1z. Hence (xn, gn) → (g−1z, g) ∈ Z,
since Z is closed. Therefore z = ρ(g−1z, g) ∈ ρ(Z). �

Remark 2.3.2. If G is not compact, then Gx will generally not be closed.
Examples are easily constructed using R- or Z-actions.

Definition 2.3.3. The orbit space for the action of G on X is the quotient
topological space X/G.

Lemma 2.3.4. Suppose that X is G-space and G is a compact topological
group. Let q : X → X/G denote the orbit map. Then

(1) q is an open, closed and proper mapping (inverse images of compact sets
are compact).

(2) X/G is Hausdorff.

Proof. Let U ⊂ X be open. Then p(U) is open if and only if p−1(p(U))
is open (quotient topology). But p−1(p(U)) = ∪g∈GgU is a union of open sets
and therefore open. If A ⊂ X is closed then GA is closed by lemma 2.3.1 and
so, since GA = p−1(p(A)), it follows by definition of the quotient topology on
X/G that p(A) is closed. Let A ⊂ X/G be compact and {Ui | i ∈ I} be an
open cover of p−1(A). Since p−1(y) is compact for all y ∈ X/G (G-orbits are
compact), it follows that for each y ∈ A, we may choose a finite subset Iy ⊂ I
such that the corresponding {Ui | i ∈ Iy} cover p−1(y) and y ∈ p(Ui), each i ∈ Iy.
Let Vy = p(∩i∈IyUi). Since p is open, Vy is an open neighbourhood of y for all
y ∈ A. Hence {Vy | y ∈ A} is an open cover of A. Choose a finite subcover, say
{Vyj | j = 1, . . . , k}. Since {p−1(Vyj) | j = 1, . . . , k} covers p−1(A), it follows that
{Ui | i ∈ Iyj , j = 1, . . . , k} is a finite subcover of p−1(A).

It remains to prove that X/G is Hausdorff. Suppose x, y ∈ X and Gx 6= Gy.
Since Gx, Gy are disjoint compact sets we can choose an open neighbourhood U
of x such that Ū ∩ Gy = ∅. It follows that p(U), X/G \ p(Ū) are disjoint open
sets separating p(x) and p(y). �

Remark 2.3.5. If G is not compact, X/G need not be Hausdorff. Highly
pathological examples may be constructed using smooth R-actions.
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Example 2.3.6. Regard the 2-torus T2 as R2/Z2. Given α ∈ R?, define the
R-action Φt : T2 → T2 by Φt(θ, ψ) = (θ + t, ψ + αt), mod Z2. If α is irrational,
then every orbit of Φt is dense in T2. In this case the orbit space T2/R has only
one non-empty open set: T2/R. For this, observe that if q : T2 → T2/R denotes
the orbit map then U ⊂ T2/R is open if and only if q−1(U) is an open and Φt-
invariant subset of T2. Since every orbit of Φt is dense in T2, every orbit must
meet q−1(U) and therefore, by Φt-invariance, be a subset of q−1(U).

Exercise 2.3.7. Verify that if X is a G-space and f : X → Y is a continuous
map which is constant on G-orbits (f(gx) = f(x), all g ∈ G, x ∈ X), then f
induces a continuous map f ? : X/G→ Y . Interpret in case Y = R and X is the
R-space defined in the previous example.

Definition 2.3.8. Given x ∈ X, the isotropy subgroup at x is the subgroup
Gx of G defined by

Gx = {g ∈ G | gx = x}.

Remark 2.3.9. The isotropy group at x measures the ‘symmetry’ of the point
x. The most symmetric points have isotropyG – for example, the origin of a linear
G-space.

Exercise 2.3.10. (1) Show that Gx is a closed subgroup of G.
(2) Show that if y = gx, then Gy = gGxg

−1. (Isotropy groups of points on the
same G-orbit are conjugate subgroups of G.)
(3) Show that if H is a closed subgroup of the compact group G and we give
G/H the quotient topology, then G/H has the structure of a compact G-space
where the action of G is given by left translation: g(k[H]) = gk[H]. What is the
isotropy group at [H] ∈ G/H? (The space G/H is called a homogeneous space.)
(4) Show that if X is a G-space and x ∈ X then the natural map α : G/Gx → Gx
defined by α(gGx) = gx is a homeomorphism. (This result uses the compactness
of G – strictly G/Gx.) Show also that α is G-equivariant with respect to the
natural left actions of G on G/Gx and Gx.
(5) Suppose we are given an R-action on X (as in examples 2.2.4(2)). What are
the possible isotropy groups for the R-action? Dynamical interpretation?

Definition 2.3.11. The action of G on X is

(1) free if Gx is trivial (that is, the identity element) for all x ∈ G,
(2) effective (or faithful) if ∩x∈XGx = {e}. That is, if no element of G \ {e}

acts as the identity on X (equivalently, the map ρ : G → B(X) is
injective).

(3) transitive if Gx = X for any (all) x ∈ X.

Example 2.3.12. The action of SO(2) = R/2πZ on the unit circle S1 ⊂ C
defined for p ∈ Z by (θ, z) 7→ eıpθz is free and faithful if and only if p = ±1. If
p 6= 0, the action is transitive and the isotropy group of the action is constant
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and equal to Z|p|. The action of SO(2) on C is never free or transitive but is
always faithful provided p = ±1.

Definition 2.3.13. Points x, y ∈ X have the same isotropy type if Gx, Gy are
conjugate subgroups of G. That is, if there exists g ∈ G such that Gy = gGxg

−1.

Remarks 2.3.14. (1) If G is Abelian, points have the same isotropy type if
and only if they have the same isotropy group.
(2) There are only finitely many isotropy types for the action of a finite group.

Exercise 2.3.15. For p ≥ 1, let SO(2) act on S1 by z 7→ epıθz. Let X = ΠS1

denote the countable infinite product of S1 and let SO(2) act on X by

eıθ(z1, . . . , zp, . . .) = (eıθz1, . . . , e
pıθzp, . . .).

GiveX the product topology and note thatX is compact by Tychonoff’s theorem.
Show that the action is continuous and that there are infinitely many different
isotropy groups (types) for the action.

The next extended set of examples describes how the Hopf fibration arises
from a free SO(2) action on S3.

Examples 2.3.16. (1) For p, q ∈ Z, we define an SO(2)-action ρp,q on the
2-torus T2 = S1 × S1 by

(θ, (z1, z2)) 7→ (eıpθz1, e
ıqθz2).

Just as in examples 2.2.3(2), the actions ρ±p,±q are all equivalent and so it is
no loss of generality to assume p, q ≥ 0. The action ρp,q is free if either p = 1
or q = 1. In case p = q = 1, we refer to the action as the diagonal action on
T2. The actions ρ1,1, ρ1,0, ρ0,1 are all equivalent. For example, if we define the
homeomorphism T of T2 by T (z1, z2) = (z1, z2z

−1
1 ), then

Tρ1,1 = ρ1,0T.

Geometrically speaking, what we are doing here is cutting the torus along z1 = 1,
untwisting through an angle of 2π and then rejoining.
(2) Let D2 denote the unit disk in C. For p, q ∈ N, we define an SO(2)-action
ρp,q on the solid 2-torus T2 = D2 × S1 by

(θ, (z1, z2)) 7→ (eıpθz1, e
ıqθz2).

Just as in the previous example, the actions ρ1,1 and ρ0,1, are equivalent. It follows
that the orbit space of D2×S1 under the action defined by ρ1,1 is homeomorphic
to the orbit space of the action defined by ρ0,1 which is D2. Note that the action
ρ1,1 is not equivalent to ρ1,0: the action ρ1,0 is not free.
(3) For p, q ∈ Z, we define an SO(2)-action ηp,q on C2 by

(θ, (z1, z2)) 7→ (eıpθz1, e
ıqθz2).

The actions η±p,±q are all equivalent so it is no loss of generality to assume
p, q ≥ 0. In this case, η1,1 is not equivalent to η0,1. Indeed, η1,1 acts freely on
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C2 \ {0}, while η0,1 fixes all points lying on the z1-axis. Let S3 denote the unit
sphere |z1|2 + |z2|2 = 1 in C2. All of the actions ηp,q restrict to give actions on
S3. Of these actions only η1,1 is free. If q 6= 1, the action η1,q has two isotropy
groups – the trivial isotropy group and Zq. If (p, q) = 1, the action ηp,q has three
isotropy groups, Zp, Zq, and Zpq.
(4) (The Hopf fibration) The free-action η1,1 on S3 is of particular interest in
topology. We shall shortly show that the orbit space S3/SO(2) is diffeomorphic
to S2. The resulting quotient (orbit) map h : S3 → S2 is called the Hopf fibration.

In order to understand the free-action η1,1, it helps to start with the observa-
tion that S3 can be viewed as the union of two solid tori D2×S1 identified along
their boundaries – T2. More precisely,

S3 = D2 × S1 ∪α D2 × S1,

where α : ∂(D2 × S1) → ∂(D2 × S1) identifies boundary points and is defined
by α(z1, z2) = (z2, z1) (note the change in order, without the change in order
we would get S2 × S1 since the union of two copies of D2 along their boundary
is just S2). Observe that the SO(2) action ρ1,1 extends from D2 × S1 to a free
SO(2)-action on D2 × S1 ∪αD2 × S1. Rather than give a geometric proof of this
result, we give an analytic proof. For this, we start by defining the following
parameterization of S3 ⊂ C2:

P (θ, s, ψ) = (cos(s)eı(u+v), sin(s)eı(u−v)) = eıu(cos(s)eıv, sin(s)e−ıv),

where θ ∈ [0, 2π), s ∈ [0, π/2], ψ ∈ [−π, π]. We remark that multiplication eıu

corresponds to the ρ1,1-action of SO(2). If we take s = 0 or π/2, the image of P
is a circle (in the z1-plane and z2-plane respectively). For s 6= 0, π/2, the image
of P is the torus T2

s ⊂ S3 given by |z1|2 = cos2 s, |z2|2 = sin2 s. When s = π/4 we
obtain the Clifford torus in S3. This is a (flat) torus which divides S3 into two
(isometric) solid tori (the D2 × S1 tori we defined above). Specifically, one solid
torus is P ([0, 2π]× [0, π/4]× [−π, π]), the other is P ([0, 2π]× [π/4, π/2]× [−π, π]).

The orbit space S3/SO(2) is homeomorphic to S2. This can be seen in several
ways. First of all we can consider the map F : C2 → C defined by F (z1, z2) =
z2/z1, z1 6= 0. This restricts to a map on S3 which is defined everywhere except
z1 = 0. Note that F is constant on SO(2)-orbits. It follows that F induces a map
F̃ : S3/SO(2) → C ∪ {∞} = S2 which is easily seen to be a homeomorphism.
Alternatively, observe that the ρ1,1-action on D2 × S1 is isomorphic to the ρ0,1-
action on D2×S1 (example (1) above). Obviously the orbit space of D2×S1 by
SO(2) is just D2. Since S3 = D2 × S1 ∪αD2 × S1, it follows that the orbit space
is two copies of D2 identified along their boundary. That is, S2.

The Hopf fibration h : S3 → S2 can be given quite explicitly by the Hopf
formula

h(z1, z2) = (|z1|2 − |z2|2, z1z̄2 + z̄1z2,−ı(z1z̄2 − z̄1z2)).

We leave it as an exercise to check that h is constant on SO(2)-orbits and that h
maps onto S2. Finally we remark that each pair of distinct SO(2)-orbits in S3 is
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linked. This is rather easy to see from the geometric picture of S3 as a union of
two solid tori.

Remark 2.3.17. The ρ1,1-action is induced from scalar multiplication by com-
plex numbers of unit modulus. Noting our earlier convention on the use of S1

(see examples 1.2.7(1)), we can consider the Hopf fibration as coming from the
free S1-action on S3 and then write S3/S1 ∼= S2.

2.4. Twisted products

For the remainder of the chapter we assume that G is compact (many of the
results we prove continue to hold if G is not compact provided that the action is
proper – see chapter 3).

Suppose that H is a closed subgroup of G and X is an H-space. In this
section we describe the twisted product construction that naturally associates
to (X,H) a a G-space – the ‘twisted product of G and X’. This construction
plays an important role in the development of the theory of smooth G-manifolds
as G-orbits have a base of neighbourhoods which can be represented as twisted
products. The construction is also intimately related to the theory of induced
representations. We indicate some of the relevant theory, including Frobenius
reciprocity, in the following subsection.

Suppose that H is a (closed) subgroup of the topological group G and that
(X,H) is an H-space. We define a free action of H on G×X by

h(g, x) = (gh−1, hx), (h ∈ H, g ∈ G, x ∈ X).

This action commutes with the free G-action on G×X defined by left multipli-
cation on G:

g(g′, x) = (gg′, x), (g, g′ ∈ G, x ∈ X).

The twisted product G×H X is the orbit space (G×X)/H. Since the G and H
actions on G×X commute, G×HX inherits the structure of a G-space from that
on G×X. Let q : G×X → G×HX denote the orbit map. Then q(g, x) = q(g′, x′)
if and only if there exists h ∈ H such that

g′ = gh−1, x′ = hx.

It is convenient to write q(g, x) = [g, x] with the understanding that [g, x] =
[gh−1, hx], for all h ∈ H.

Lemma 2.4.1. The isotropy subgroup of [g, x] ∈ G×H X is given by

G[g,x] = gHxg
−1.

In particular, the G-action on G×H X is free if and only if X is a free H-space.

Proof. We leave the proof as an easy exercise for the reader. �



26 2. GROUP ACTIONS AND REPRESENTATIONS

Example 2.4.2. Let X = [−1,+1] and Z2 act on X as multiplication by ±1.
We identify Z2 with the subgroup {0, π} of SO(2) = R/2πZ. The twisted product
SO(2) ×Z2 X is homeomorphic to the Mobius band. The induced SO(2)-action
on SO(2)×Z2 X has one singular orbit – the centre circle of the Mobius band.

Exercise 2.4.3. Construct an SO(2)-action on the Klein bottle which has
precisely two singular orbits, both consisting of points with isotropy Z2.

Exercise 2.4.4. Show that the projection map π2 : X × G → G induces
a continuous G-equivariant projection p : G ×H X → G/H, where we take the
left G-action on G/H. That is, p(k[g, x]) = kg[H], k, g ∈ G, x ∈ X. The fibre
p−1(g[H]) is homeomorphic to X for all g[H] ∈ G/H.

Remark 2.4.5. If G,H are Lie groups then p : G×H X → G/H is a locally
trivial fibre bundle over G/H, fibre X. The local triviality follows from the
existence of local sections of G→ G/H (see also chapter 3).

2.4.1. Induced G-spaces. Let H be a closed subgroup of G and X be a
G-space. Noting exercise 2.4.4, let iGHX = C0(G×HX) – the space of continuous
sections of the map p : G×HX → G/H. Give iGHX the compact open topology (a
base of open neighbourhoods for iGHX is given by {s ∈ iGHX | s(K) ⊂ U}, where
K and U range over all compact subsets of G/H and open subsets of G ×H X
respectively). We define a G-action on iGHX by

gs(k[H]) = gs(g−1k[H]), (k[H] ∈ G/H, g ∈ G).

The G-action is continuous and so (iGHX,G) has the structure of a G-space.
There is a natural identification of iGHX with the space C0

H(G,X) of continuous
functions f : G→ X satisfying

f(gh) = h−1f(g), (h ∈ H, g ∈ G).

Indeed, if f ∈ C0
H(G,X), define sf ∈ iGHX by

sf (g[H]) = [g, f(g)].

Define a G-action on C0
H(G,X) by (gf)(k) = f(g−1k), g, k ∈ G. We leave it

as an exercise for the reader to check that the correspondence f 7→ sf defines a
G-equivariant homeomorphism between C0

H(G,X) and iGHX.
We define an ‘evaluation’ map ev : iGHX → X by s([H]) = [eG, ev(s)]. Equiv-

alently, if s = sf , f ∈ C0
H(G,X), then ev(s) = f(eG).

If Z is a G-space, let resGHZ denote the H-space obtained by restricting the
action of G to H.

Proposition 2.4.6. Let H be a closed subgroup of G, X be an H-space and
Z be a G-space. There is a canonical homeomorphism

C0
G(Z, iGHX) ≈ C0

H(resGHZ,X).

Here C0
G(Z, iGHX) consists of the continuous maps F : Z → iGHX such that Fg =

gF . Similarly, C0
H(resGHZ,X) consists of the continuous maps K : resGHZ → X
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which commute with H. Both spaces of functions are given the compact open
topology.

Proof. Suppose α ∈ C0
G(Z, iGHX). We define α̂ ∈ C0

H(resGHZ,X) by α̂(z) =

ev(α). Conversely, given β̂ ∈ C0
H(resGHZ,X), we define β : Z → C0(G,X) by

β(z)(g) = β̂(g−1z). We leave it to the reader to check that β ∈ C0
G(Z, iGHX), and

that the maps α 7→ α̂, β̂ 7→ β are continuous and inverses of each other. �

Remark 2.4.7. Proposition 2.4.6 is a general case of Frobenius reciprocity .
It is particularly important in the theory of induced representations: we assume
X and Z are representations and replace spaces of continuous maps by spaces of
continuous linear maps. We give a simple, but useful, application of this result
to representations of finite groups later in this chapter.

2.5. Isotropy type and stratification by isotropy type

Given x ∈ X, let (Gx) denote the conjugacy class of Gx in G. We call (Gx)
the isotropy type or the orbit type of x. If G is finite, the number of isotropy
types for an action of G on X is finite. As we shall see, finiteness will hold for a
large class of actions by compact Lie groups.

We regard the isotropy type of a point as a measure of the ‘symmetry’ of the
point. If x ∈ X, let ι(x) denote the isotropy type of x (that is, ι(x) = (Gx)).
Let O(X,G) denote the set of isotropy types for the action of G on X. For each
τ ∈ O(X,G), define

Xτ = {x ∈ X | ι(x) = τ}.
The collection {Xτ | τ ∈ O(X,G)} partitions X into points of the same isotropy
type. We refer to Xτ as an orbit stratum and the decomposition of X into orbit
strata as the stratification of X by isotropy type or the orbit stratification of X.

We define a partial order on O(X,G) by requiring that τ > µ if there exists
H ∈ τ , K ∈ µ such that H ) K. The maximal elements in the partial order
correspond to points with the greatest isotropy.

Remark 2.5.1. The partial order is a relation between subgroups of G. Later,
we will be able to interpret the relation in terms of spatial relationships between
points in X.

Given a closed subgroup H of G, let

XH = {x ∈ X | Hx = x}.
We call XH the fixed point space of H. Clearly, XH is a closed subset of X. In
case H = G, XG is the set of all points in X fixed by G.

If Gx ∈ τ , XGx
τ is the set of points in X with isotropy group Gx. We have

XGx
τ = Xτ ∩XGx ⊂ XGx .
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Examples 2.5.2. (1) We identify R2 with C in the usual way. For n ≥ 2,
β = exp(2πı

n
) defines a counter-clockwise rotation of R2 through 2π/n. Let Zn =

〈β〉 ⊂ SO(2). We have a linear action of Zn on R2 ≈ C defined by

z 7→ βjz = exp(
2πıj

n
)z, j = 0, . . . , n− 1.

The orbit stratification of R2 is given by R2 = (R2 \ {0}) ∪ {0}. Every point in
R2 \ {0} has trivial isotropy and the origin has isotropy Zn.
(2) Let Dn denote the dihedral group of order 2n, n ≥ 2. We define the standard
linear action of Dn on R2 ≈ C. Let κ denote the reflection in the x-axis (z 7→ z̄)
and β = exp(2πı

n
) as above. Then Dn = 〈κ, β〉. We claim that as a transformation

group, Dn consists of the rotations in Zn together with the reflections in the lines
θ = πj/n, j = 0, . . . , n − 1. Obviously, Dn ⊃ 〈β〉 = Zn. Since κ, β ∈ O(2),
Dn ⊂ O(2). If ζ ∈ O(2), then ζ is a rotation if determinant(ζ) = +1; otherwise ζ
is a reflection in a line through the origin and determinant(ζ) = −1. From this it
follows that if ζ ∈ 〈κ, β〉 then ζ will be a reflection if κ occurs an odd number of
times in the word defining ζ. Suppose ζ = βjκ. Then ζ is a reflection and fixes
a line in R2. We claim that βjκ fixes the line Lj defined by θ = πj

n
. This follows

since κ(Lj) = Ln−j and βjLn−j = Lj (lines are invariant under rotations through
π – not just 2π). See figure 1 for the case n = 3, j = 1, 2.

θ = 0

L L

fixes the line L

1 2

θ = 2π/3 θ=π/3

2 βκβ κ

βκ 1

Figure 1. Compositions βjκ in D3

Since the square of a reflection is the identity, all that remains to be checked
is that composition of reflections in lines Lj, Lk, j 6= k, lies in 〈β〉. This follows
either directly or from the generating relation κβ = βn−1κ. We leave details to
the reader.

In order to describe the orbit stratification of R2, we need to distinguish the
cases n odd and even.
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When n is odd we have the orbit stratification

R2 = (R2 \ ∪n−1
j=0Lj) ∪ (∪n−1

j=0Lj \ {0}) ∪ {0}.

All points in R2\∪n−1
j=0Lj have trivial isotropy, points in ∪n−1

j=0Lj\{0} have isotropy
conjugate to 〈κ〉 and {0} has isotropy Dn. We refer to figure 2 for the case n = 3.
Since Dn (in fact Zn) transitively permutes the axes Lj, the isotropy of points

Typical isotropy
trivial

θ = 0

θ = 2π/3 θ=π/3

Isotropy

Isotropy D3

2Z

Figure 2. Orbit stratification for standard D3 action

on different axes is conjugate (see exercise 2.3.10(2)).
When n is even we have the orbit stratification

R2 = (R2 \ ∪n−1
j=0Lj) ∪ (∪n/2−1

j=0 L2j \ {0}) ∪ (∪n/2−1
j=0 L2j+1 \ {0}) ∪ {0}.

The main point to notice here is that the ‘odd’ and ‘even’ axes have different
isotropy. In order to verify this, observe that Dn (or Zn) transitively permutes
the set of axes {L0, L2, . . . , Ln−2}. It follows that non-zero points on these axes
have isotropy conjugate to 〈κ〉. Similarly, Dn transitively permutes the set of axes
{L1, L3, . . . , Ln−1} and non-zero points on these axes have isotropy conjugate to
〈βκ〉. We refer to Figure 3 for the case n = 4.

We claim that 〈βκ〉 and 〈κ〉 are not conjugate subgroups of Dn. It suffices
to show that for all g ∈ Dn βκ 6= gκg−1. If g is a rotation, we may assume
g = βj, where 1 ≤ j ≤ n− 1. Dividing on the left by β, we show κ 6= βj−1κβn−j.
Computing we see that βj−1κβn−jL0 is the line θ = 2π

n
(2j−1) and, since n is even,

this line is always distinct from L0. Hence βj−1κβn−j 6= κ. If g is a reflection,
then g = βjκ, where 1 ≤ j ≤ n− 1. Substitution and repetition of the previous
argument shows that gκg−1 6= βκ. Note that βκ and κ are conjugate in O(2) (in
fact in D8).

Remark 2.5.3. The group Dn is the symmetry group of the regular n-gon.
If we drop the edges from the regular n-gon we see that each Dn embeds as a
subgroup of the symmetric group Sn, (elements of Dn permute the vertices of
the regular n-gon). In case n = 3, we have D3 = S3. For n > 3, Dn 6= Sn.
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D4

Isotropy type

Isotropy 

Isotropy type (<κ>)

(<βκ>)

Figure 3. Orbit stratification for standard D4 action

(The equilateral triangle is the only regular n-gon, n > 2, such that the distance
between all distinct vertices is equal. Hence permutations of vertices induce
permutations of edges.)

2.6. Representations

We continue to assume that G is a compact topological group. Let F denote
the field of real or complex numbers and V be a finite dimensional vector space
over F. Let GL(V ) denote the group of invertible F-linear transformations of V .

Definition 2.6.1. An F-representation (V,G) of G on V is an F-linear action
of G on V . Equivalently, an action of G on V defined by a continuous homomor-
phism ρ : G → GL(V ). The degree of the representation is the dimension of V
(over F). The representation is faithful if ρ is injective (a monomorphism).

Examples 2.6.2. (1) Every group G has at least one representation on a
vector space V . We define ρ : G→ GL(V ) by ρ(g) = IV ∈ GL(V ), for all g ∈ G.
We call this representation the trivial representation of G on V .
(2) Suppose G is finite. Let C[G] denote the complex vector space C-valued
functions on G. Obviously, C[G] ∼= C|G|. The regular representation of G on
C[G] is defined by

gf = f ◦ g−1, f ∈ C[G], g ∈ G.
The regular representation of G is faithful (exercise). (If G is a compact group
and not finite, it is more fruitful to look at the space L2(G, dh).)
(3) If G is a subgroup of GL(n,R), then we have an associated R-representation
of G on Rn with action defined by the restriction of the natural action of GL(n,R)
on Rn to G. If G is a subgroup of O(n), we refer to the associated representation
of G as an orthogonal representation of G. The dihedral groups Dn discussed in
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the previous section were all defined as subgroups of O(2) and therefore define
faithful orthogonal representations on R2. Note that reflections in O(2) are not
complex linear and so these actions do not define complex representations.
(4) If G is a subgroup of GL(n,C) we have an associated C-representation of G
on Cn. In case G ⊂ U(n), we refer to the associated representation of G on Cn as
a unitary representation of G. The group SO(2), acting on R2 ≈ C by rotation
defines a unitary representation of SO(2) (sometimes denoted U(1)). The cyclic
groups Zn discussed in the previous section were all defined as subgroups of SO(2)
and therefore define faithful unitary representations.

Definition 2.6.3. The F-representations (V,G), (W,G) are isomorphic or
equivalent if there exists an F-linear isomorphism T : V → W such that

gT (v) = T (gv), g ∈ G, v ∈ V.

(Equivalently, in terms of the defining homomorphisms ρ : G→ GL(V ), η : G→
GL(W ), we require η(g)T (v) = T (ρ(g))v, for all g ∈ G, v ∈ V .)

Remarks 2.6.4. (1) The isomorphism T is called an intertwining map.
(2) Suppose that G is a finite group with generators α1, . . . , αk and relations
Ri(α1, . . . , αk) = e, 1 ≤ i ≤ `. In order to construct an orthogonal representation
ρ : G→ O(n) it suffices to define ρ(αj) ∈ O(n), such that Ri(ρ(α1), . . . , ρ(αk)) =
I (in O(n)), 1 ≤ i ≤ `.

Examples 2.6.5. (1) Let β = exp(2πı/3) and set Z3 = 〈β〉. In the previous
section, we defined the standard complex representation ρ1

3 : Z3 → U(1) by
ρ(β) = β ∈ U(1). We may define a different complex representation ρ2

3 : Z3 →
U(1) by ρ(β) = β2. As complex representations, ρ1

3 is not equivalent to ρ2
1.

However, if we view the representations as real representations (on R2) then ρ1
3

is equivalent to ρ2
3: Tρ1

3 = ρ2
3T , where T is complex conjugation on C.

(2) Let κ denote complex conjugation on C ≈ R2 and recall that D3 = 〈κ, β〉.
We defined the standard real representation ρ of D3 by ρ(κ) = κ ∈ O(2), ρ(β) =
β ∈ O(2). We may define the real representation η of D3 on R2 by η(κ) = κ,
η(β) = β2. As in the first example, η and ρ are equivalent representations with
intertwining operator complex conjugation. We may also define a non-trivial one-
dimensional real representation of D3 by ζ(κ) = −1, ζ(β) = 1 (note that ζ maps
all reflections to −1 and all rotations to +1.

Exercise 2.6.6. (1) Find eight inequivalent 1-complex dimensional represen-
tations of Z8. Which of these representations are equivalent as real representa-
tions?
(2) Find four inequivalent real representations of D4. (Three of these represen-
tations will be 1-dimensional, one will be 2-dimensional), Which, if any, of the
representations will be complex?
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(3) Show that if we define η : D4 → GL(C, 2) by

ρ(κ) =

(

0 1
1 0

)

, ρ(β) =

(

e
π
2
ı 0

0 e−
π
2
ı

)

then η defines a complex representation of D4. Find four other inequivalent
complex representations of D4, all of which should be of (complex) dimension 1.
(4) Find an infinite set of inequivalent 1-complex dimensional representations of
SO(2). Which of these representations become equivalent when viewed as real
representations?

2.6.1. Averaging over G. Suppose that (V,G) is a real representation and
G is compact Lie group (or finite). Let ( , ) be a (positive definite) inner product
on V . Let dh denote Haar measure on G. Define

(x, y)? =

∫

G

(gx, gy) dh, (x, y ∈ V ).

(If G is finite, (x, y)? = 1
|G|
∑

g∈G(gx, gy).) We leave it as an exercise for the

reader to verify that ( , )? is a G-invariant (positive definite) inner product on
V :

(2.1) (gx, gy)? = (x, y)?, (x, y ∈ V, g ∈ G).

It follows that (V,G) is an orthogonal representation with respect to the inner
product ( , )? and that ρ : G→ O(V ) – the orthogonal group of V . If we choose
an orthonormal basis of V with respect to ( , )?, we may identify V with Rn and
regard (V,G) as an orthogonal representation of G on Rn. In future, we usually
regard real representations of compact Lie groups as orthogonal representations
on some Rn. Similarly, complex representations of a compact Lie group G may
be viewed as unitary representations on some Cn. Since U(n) ⊂ O(2n) (under
the natural identification of Cn with R2n), every unitary representation of G on
Cn defines an orthogonal (real) representation of G on R2n.

Examples 2.6.7. (1) If G = SO(2) = R/2πZ, we may define Haar measure on
SO(2) to be normalized Lebesgue measure (arc length). If A ⊂ [0, 2π) ⊂ SO(2)
is a Borel set, then

h(A) =
1

2π

∫

A

dλ,

where dλ denotes Lebesgue measure on R.
(2) Averaging is a powerful tool in the theory of compact Lie groups. For example,
suppose that (V,G) is an F-representation. Define the F-linear map Π : V → V
by

Π(v) =

∫

g∈G
gv dh(g) =

(∫

g∈G
g dh(g)

)

(v).

If k ∈ G then kΠ(v) =
∫

G
kgv dh(g) =

∫

G
gv dh(g) by left invariance of Haar

measure. Hence kΠ(v) = Π(v), for all k ∈ G, and so Π(V ) ⊂ V G. Since



2.7. IRREDUCIBLE REPRESENTATIONS AND THE ISOTYPIC DECOMPOSITION 33

Π|V G = I, Π(V ) = V G and Π2 = Π. Hence Π is a projection of V onto V G.
Consequently, dim(Π(V )) = trace(Π) and so (by linearity of the integral)

dim(V G) = trace(

∫

G

g dh(g)) =

∫

G

trace(g) dh(g).

This provides a useful formula for calculating the dimension of the fixed point
space of a compact group action.

Definition 2.6.8. Given a representation (V,G), the character of (V,G) is
the function

χ(V,G) = χV : G→ C,
defined by χV (g) = trace(g : V → V ).

Exercise 2.6.9. Show that (a) χV is smooth, (b) if (V,G) and (W,G) are iso-
morphic representations then χV = χW , (c) χV (ghg−1) = χV (g), all g, h ∈ G, and
(d) χV (eG) = dim(V ). (These results hold for real or complex representations.
In terms of characters, examples 2.6.7(2) reads dim(V G) =

∫

G
χV (g) dh(g).)

Remark 2.6.10. Although we do not make much use of characters in this
book, we want to emphasize that character theory is a fundamental tool for the
analysis of group representations, especially over the complex field.

2.7. Irreducible representations and the isotypic decomposition

Definition 2.7.1. The F-representation (V,G) is irreducible if the only G-
invariant F-linear subspaces of V are {0} and V . If there exist non-trivial invari-
ant subspaces, (V,G) is reducible.

Examples 2.7.2. (1) Every one-dimensional representation of a group G is
irreducible.
(2) The assumption of a fixed field in definition 2.7.1 is important. For example,
if we take the standard complex representation of Z2 on C generated by multipli-
cation by −1, then this representation is irreducible as a complex representation.
However, if we forget the complex structure and identify C with R2, then the re-
sulting real representation of Z2 on R2 is not irreducible (as a real representation)
since every 1-dimensional linear subspace of R2 is Z2-invariant. ♦

Exercise 2.7.3. (1) Show that the standard representation of Dn on R2 is
irreducible if n > 2 and reducible if n = 2.
(2) Show that the standard C-representation of Zn on C is irreducible, n ≥ 2.
Which of these representations are reducible if viewed as real representations?
(3) Show that D4 has at least four non-isomorphic real irreducible representations
(see examples 2.6.6(2)).

Proposition 2.7.4. Let V have G-invariant inner product ( , ). Suppose
that ρ : G → O(V ) is an orthogonal representation. If W ⊂ V is a proper G-
invariant subspace of V , let π : V → W , π⊥ : V → W⊥ denote the orthogonal
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projections of V on W and W⊥ respectively. Then πρ : G → O(W ), π⊥ : G →
O(W⊥) define orthogonal representations of G. The same result holds for unitary
representations of G.

Proof. If W is a G-invariant subspace of V , then ( , ) defines a G-invariant
inner product on W and it follows immediately that πρ : G → GL(W ) defines
an orthogonal representation of G with respect to ( , ). In order to show that
π⊥ defines an orthogonal representation of G, it suffices to show that W⊥ is G-
invariant. By definition, x ∈ W⊥ if and only if (w, x) = 0 for all w ∈ W . The
result follows by noting that (w, gx) = (g−1w, x) = 0, by G-invariance, and so
(w, gx) = 0, all g ∈ G, w ∈W . �

Corollary 2.7.5. Let ρ : G → GL(V ) be an F-representation. If W is a
non-trivial G-invariant subspace of V , there exists a G-invariant subspace U of
V such that V = W ⊕U . In particular, (V,G) may be regarded as the direct sum
of the representations (W,G) and (U,G).

Proof. Since ρ(G) is a compact subgroup of GL(V ), and therefore Lie, we
may take Haar measure on ρ(G) and thereby define a G-invariant inner product
on V . The result follows from proposition 2.7.4. �

An important consequence of corollary 2.7.5 is that every representation ρ :
G→ GL(V ) can be written as a finite direct sum of irreducible representations.
This decomposition will be unique up to order. This result is quite easy to prove
if V is a C-representation but takes a little more care if V is an R-representation
(this is somewhat analogous to the difference between complex and real Jordan
form).

We start by introducing some new notation. Let ρ : G → GL(V ), η : G →
GL(W ) be F-representations of G. Let LFG(V,W ) denote the space of F-linear
maps A : V → W which commute with G:

A(gv) = gA(v), (g ∈ G, v ∈ V ).

If F = R, we often drop the superscript and just write LG(V,W ).

Lemma 2.7.6. Let (V,G) be an irreducible F-representation. Then

(1) If F = C, then LCG(V, V ) = C = {λIV | λ ∈ C}.
(2) If F = R, then LRG(V, V ) ⊃ R = {λIV | λ ∈ R}.

Proof. Suppose A ∈ LCG(V, V ). Let λ ∈ C be an eigenvalue of A. Then
kernel(A − λI) is a non-trivial G-invariant subspace of V and hence, by irre-
ducibility of V , kernel(A − λI) = V . That is, A = λIV . Since CIV ⊂ LCG(V, V ),
(1) follows. For (2), observe that RIV ⊂ LRG(V, V ). �

Lemma 2.7.7 (Schur’s lemma). Let V,W be irreducible F-representations.
Then

(1) If V is not isomorphic to W , LFG(V,W ) = {0}.
(2) If F = C and V is isomorphic to W , then LCG(V,W ) ∼= C.
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(3) If F = R and V is isomorphic to W , then dimR(LRG(V,W )) ≥ 1.

Proof. Suppose V is not isomorphic to W and let A ∈ LFG(V,W ). Since
V,W are irreducible, the G-invariant subspace kernel(A) ⊂ V must either equal
V or be the zero subspace. If kernel(A) = {0} then, by the same reasoning applied
to W , image(A) must equal W . But this says that A is an intertwining map for
the representations V and W contradicting the assumption that V and W are
not isomorphic. Hence LFG(V,W ) = {0}. Lemma 2.7.6 implies (2,3) (replace the
representation ρ : G → GL(W ) by T−1ρ : G → GL(V ), where T : V → W is an
intertwining operator). �

Matters are particularly simple when G is Abelian.

Lemma 2.7.8. If G is Abelian and (V,G) is an irreducible C-representation,
then dimC(V ) = 1. In particular, LCG(V, V ) ≈ C.

Proof. Let g ∈ G. Then g : V → V is C-linear. Since G is Abelian, we have
gh = hg, all h ∈ G. Therefore g ∈ LCG(V, V ). By lemma 2.7.6, g = λIV , for some
λ ∈ C. This is true for all g ∈ G and so every 1-dimensional complex subspace
of V is G-invariant. Since V is irreducible, dimC(V ) = 1. �

Given an integer p ≥ 1 and a representation (V,G), let (V p, G) denote the
G-representation obtained by taking the direct sum of p-copies of V . For p, q ≥ 1,
let M(p, q;F) denote the space of p× q matrices over F.

Lemma 2.7.9. Let p, q ≥ 1 and V,W be irreducible C-representations.

(1) If V,W are not isomorphic, LCG(V q,W p) = {0}.
(2) If V ∼= W , then LCG(V q, V p) ≈M(p, q;C).

In case V,W are irreducible R-representations, (1) remains true and we modify
(2) by requiring that LRG(V q, V p) ⊃M(p, q;R) (naturally).

Theorem 2.7.10 (Isotypic decomposition). Let (V,G) be an F-representation.
There exist unique (up to isomorphism) inequivalent irreducible F-representations
(V1, G),. . . , (Vk, G) and unique strictly positive integers p1, . . . , pk such that

V ∼=
k
⊕

i=1

V pi
i .

This isotypic decomposition of (V,G) as a sum of irreducible F-representations is
unique up to order.

Proof. It follows from corollary 2.7.5 by an easy induction that we can
find irreducible F-representations (V1, G),. . . , (Vk, G) and unique strictly positive

integers p1, . . . , pk such that V ∼=
⊕k

i=1 V
pi
i . Suppose that we can also write

V ∼=
⊕`

j=1 W
qj
j where the (Wj, G) are inequivalent irreducible F-representations
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and qj ≥ 1, 1 ≤ j ≤ `. Applying lemma 2.7.9 we have

LFG(V, V ) ∼=
⊕

i,j

LFG(V pi
i ,W

qj
j )

∼=
⊕

i,j | Vi∼=Wj

LFG(V pi
i ,W

qj
j ).

Since
⊕k

i=1 V
pi
i is isomorphic to

⊕`
j=1 W

qj
j i, we have by lemma 2.7.9(1) that for

every i ∈ {1, . . . , k}, there exists a unique j(i) such that (Vi, G) is isomorphic
to (Wj(i), G). Similarly, to each j ∈ {1, . . . , `}, there exists a unique i = i(j)
such that (Wj, G) is isomorphic to (Vi(j), G). Consequently, (W1, G) . . . , (W`, G)
is (up to isomorphism) just a permutation of (V1, G), . . . , (Vk, G). Relabelling,
we may assume ` = k and Wi = Vi, 1 ≤ i ≤ k. It remains to show that pi = qi,
1 ≤ i ≤ k. If A :

⊕k
i=1 V

pi
i →

⊕k
i=1 V

qi
i is an intertwining operator, we may write

A = ⊕ki=1AI where Ai : V pi
i → V qi

i , 1 ≤ i ≤ k. Necessarily, each Ai is a linear
isomorphism and so pi = qi, 1 ≤ i ≤ k. �

2.7.1. C-representations. If⊕ki=1V
pi
i is the isotypic decomposition of (V,G),

then LFG(V, V ) ∼=
⊕k

i=1 L
F
G(V pi

i , V
pi
i ). If V is a C-representation, we have

LCG(V, V ) ∼=
k
⊕

i=1

M(pi, pi;C).

We recall some useful facts about C-representations of finite groups. A finite
group has, up to isomorphism, only finitely many inequivalent irreducible C-
representations. If we label the irreducible C-representations of G by (Vi, G),
degree(Vi, G) = di, 1 ≤ i ≤ k, then

(2.2) Σk
i=1d

2
i = |G| (order of G).

(2.3) di | |G|, 1 ≤ i ≤ k.

(Proofs of both statements are in Scott [157, 12.2.24–27]. We indicate proofs of
the more elementary (2.2) in the exercises below.)

Examples 2.7.11. (1) For n ≥ 1, we have previously shown that there are
n inequivalent C-representations of Zn, all 1-dimensional. Since n12 = n =
|Zn|, (2.2) implies there are no other C-representations of Zn.
(2) There are five distinct irreducibleC-representations of D4. In exercise 2.6.6(3),
we gave a 2-dimensional irreducible C-representation of D4. Since the trivial rep-
resentation is 1-dimensional and 22 + 12 + 12 + 12 + 12 = 8, the order of D4, (2.2)
implies there are exactly five irreducible C-representations of D4.

Exercise 2.7.12. Verify that the proof of proposition 2.4.6 applies to show
that if X is an H-representation and Z a G-representation then LG(Z, iGHX) ≈
LH(resGHZ,X) (Frobenius reciprocity). Using Frobenius reciprocity, show that
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C[G] ∼= ⊕V di
i where the sum is over all irreducible representations of G and

di = degree(Vi). (Hint: Apply Frobenius reciprocity in case H = {eG}, X is the
trivial 1-dimensional H-representation and Z is an irreducible G-representation.
In particular, deduce that the multiplicity of V in C[G] is dim(V H) = dim(V ).)

Exercise 2.7.13. Suppose that (V,G) is a complex representation. Let
(V ?, G) and (V̄ , G) denote the dual and conjugate representations of (V,G).
Thus, V ? = LC(V,C) has G-action defined by gφ = φ ◦ g−1, φ ∈ LC(V,C),
g ∈ G, and V̄ is regarded as equal to V but with complex multiplication of v ∈ V
by c ∈ C defined as c̄v. Show

(a) χV ?(g) = χV (g−1).

(b) χV̄ (g) = χV (g) = χV (g−1) ((V ?, G) and (V̄ , G) are isomorphic – an
isomorphism is given by a G-invariant hermitian inner product on V ).

Show also that if (W,G) is a complex representation then χV⊗W = χV χW . De-
duce, using L(V,W ) ≈ V ? ⊗W , (a,b), and examples 2.6.7(2) that

(1) 〈χW , χV 〉 =
∫

G
χV (g)χW (g) dh(g) = dim(LCG(V,W )).

(2) If (V,G), (W,G) are irreducible then 〈χW , χV 〉 = 1 if (V,G), (W,G) are
isomorphic, otherwise 〈χW , χV 〉 = 0.

Finally, if G is finite, use these results applied to C[G] to deduce (2.2).

2.7.2. Absolutely irreducible representations.

Theorem 2.7.14 (Frobenius). Suppose that (V,G) is an irreducible represen-
tation over R. Then LG(V, V ) is isomorphic to one of

(A) The real numbers R ((V,G) is an absolutely irreducible representation.)
(C) The complex numbers C ((V,G) is irreducible of complex type.)
(Q) The quaternions H ((V,G) is irreducible of quaternionic type.)

Proof. Since I ∈ LG(V, V ), λI ⊂ LG(V, V ), for all λ ∈ R, Suppose that
A ∈ LG(V, V ). Then kernel(A) is a G-invariant subspace of V . Since (V,G) is
irreducible, either kernel(A) = V , and A is the zero map, or kernel(A) = {0}
and A is a linear isomorphism. Hence LG(V, V ) is closed under +, composition,
scalar multiplication and every non-zero element has an inverse. Since LG(V, V )
is associative, LG(V, V ) is a finite dimensional real associative division algebra.
It was shown by Frobenius in 1878 such an algebra is isomorphic to one of R,C
and H (a proof may be found in [98, 7.7, p 430]). �

Examples 2.7.15. (1) The standard representations (R2,Zn), n > 2, are all
irreducible of complex type.
(2) The standard representations (R2,Dn), n > 2, are all absolutely irreducible.
(3) The standard representations (R2, SO(2)) and (R2,O(2)) are irreducible of
complex type and absolutely irreducible respectively.
(4) The standard representations of SO(n) on Rn are absolutely irreducible for
all n > 2.
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(5) The special unitary group SU(2) ⊂ U(2) may be identified with the group of
complex 2× 2 matrices of the form

A(a, b) =

(

a −b̄
b ā

)

where a, b ∈ C satisfy |a|2 + |b|2 = 1. (Hence SU(2) is identified with the unit
3-sphere in C2.) The reader may verify that (C2, SU(2)) is irreducible as an R-
representation and that (C2, SU(2)) is of quaternionic type.
(5) Continuing with the notation of (4), let Q be the subgroup of SU(2) generated

by ı =

(

ı 0
0 −ı

)

, j =

(

0 1
−1 0

)

, k =

(

0 ı
ı 0

)

. We have |Q| = 8 and the

R-representation (C2, Q) is irreducible of quaternionic type. (The elements of the
group Q are the unit quaternions ±1, ±i, ±j, ±k.)

Proposition 2.7.16. Suppose that (V,G) is an irreducible R-representation.

(1) If (V,G) is of complex type then V may be given the structure of a
complex vector space in such a way that (V,G) is irreducible as a C-
representation.

(2) If (V,G) is absolutely irreducible, then the complexification (V ⊗ C, G)
is irreducible as a C-representation.

(3) If (V,G), (W,G) are absolutely irreducible, then (V ⊗ C, G) is isomor-
phic to (W ⊗ C, G) as a complex representation if and only if (V,G) is
isomorphic to (W,G) as a real representation.

Proof. If (V,G) is of complex type, then LRG(V,G) ∼= C. Therefore there
exists J ∈ LRG(V, V ) such that J2 = −IV . Define a complex structure on V by
(a+ ıb)v = av+ bJv. With respect to this complex structure, LCG(V, V ) ≈ C. We
leave (2,3) to the reader. �

Remarks 2.7.17. (1) Proposition 2.7.16 describes a small part of the rela-
tionships between real, complex and quaternionic representations. For example,
the complexification of an R-representation which is irreducible of complex type
is the sum of two non-isomorphic complex representations. We refer the reader
to [2, 30] for more details and proofs.
(2) Suppose (V,G) is an irreducible R-representation, G compact. There is a
useful criterion to determine whether or not (V,G) is absolutely irreducible, of
complex type or of quaternionic type. Specifically, the type of the representation
is determined by the sign of

∫

G
trace(g2) dg. We refer to [2, Theorem 3.6], [30] for

details and note this criterion implies that a finite group G admits a non-trivial
absolutely irreducible representation only if |G| is even.

Proposition 2.7.18. Suppose that (V,G) is an irreducible R-representation
and p ≥ 1.

(1) Suppose (V,G) is irreducible of complex type. Then LRG(V p, V p) ≈M(p, p,C).
(2) Suppose (V,G) is absolutely irreducible. Then LG(V p, V p) ∼= M(p, p,R).



2.8. ORBIT STRUCTURE FOR REPRESENTATIONS 39

(3) Suppose (V,G) is quaternionic irreducible. Then LG(V p, V p) ∼= M(p, p,H).

Proof. The result follows from proposition 2.7.16. �
We conclude this section with an example illustrating how we can apply the

theory to obtain all the irreducible C-representations of a subgroup of S5 (we
refer to [61, Appendix] and section 5.4 for more about this example). We start
by reviewing the standard representation of Sn+1 on Rn.

The symmetric group Sn+1 has a natural orthogonal representation on Rn+1

defined by permutation of coordinates. The hyperplane H ∼= Rn defined by x1 +
. . .+xn+1 = 0 is Sn+1-invariant and it is straightforward to verify that (Rn, Sn+1)
is absolutely irreducible (the case n = 2 gives the standard representation of D3).
Since H⊥ = R(1, 1, . . . , 1), Sn+1 acts trivially on H⊥.

Taking n = 4, we have the absolutely irreducible orthogonal (R4, S5). Let
s = (12345), t = (2453) ∈ S5. Then 〈s〉 = Z5, 〈t〉 = Z4 and st = ts2. Using these

relations one shows that G = 〈s, t〉 has order 20. Let ω = e
2πı
5 . We define an

action of G on C2 ≈ R4 by

s(z1, z2) = (ωz1, ω
2z2),

t(z1, z2) = (z̄2, z1).

(The definition is consistent with the relation st = ts2). The action is orthogonal
and absolutely irreducible. The complexification of the action gives a irreducible
C-action of degree 4. Since the trivial representation of G is of degree one, it fol-
lows from (2.2) that G has three other irreducible C-representations, all of degree
1. Noting the generating relation st = ts2, the 1-dimensional complex irreducible
representations of Z4 = 〈t〉 defined by ρp(t) = e

πıp
2 , p = 1, 2, 3, extend to a com-

plex irreducible representations of G if we define ρp(s) = 1. The representation
ρ2 is the complexification of the absolutely irreducible representation of G on R
defined by η(s) = 1, η(t) = −1. Viewed as real representations, ρ1 and ρ3 are
isomorphic representations of complex type. Summing up, the group G has four
inequivalent R-representations, one of degree 4, three of degree 1.

Exercise 2.7.19. (1) A subgroup T of Sn is transitive if given i, j ∈ {1, . . . , n},
there exists σ ∈ T such that Ti = j. The subgroup is doubly transitive if given
(ordered) pairs (i, j), (`,m), i 6= j, ` 6= m, there exists σ ∈ T such that σi = `,
σj = m. Show that if a T is a doubly transitive subgroup of Sn+1 then the action
of T on Rn, induced from the standard action of Sn+1 on Rn, is absolutely irre-
ducible. Show that the action of the group G ⊂ S5 considered above is doubly
transitive.
(2) Show that the group G considered above is isomorphic to Aff1(F5).

2.8. Orbit structure for representations

Lemma 2.8.1. Suppose that (V,G) is an F-representation. If H is a subgroup
of G, then V H is an F-linear subspace of V .
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Proof. Trivial. �

Remark 2.8.2. If dim(V H) = 1, we often refer to V H as an axis of symme-
tryaxis of symmetry for the G-action.

For representations (V,G) of compact Lie groups, the orbit stratification of V
is very well behaved. Thus, the set of isotropy types is finite and there is a close
relation between the partial order on the set of isotropy types and the relative
position of the strata in V . In this chapter we describe the simplest case when
G is finite.

Theorem 2.8.3. Let G be finite.

(a) If J is a subgroup of G, there exist unique τ ∈ O(V,G) and H ∈ τ such
that V J = V H .

(b) If H ∈ τ ∈ O(V,G), then V H
τ is an open and dense subset of V H .

(c) For all τ ∈ O(V,G), Vτ = ∪H∈τV H = GV K, any K ∈ τ .
(d) If τ, µ ∈ O(V,G) then τ > µ if and only if ∂Vµ ⊃ Vτ .

Proof. Let X be the union of all fixed point spaces of V not containing V J .
If L ∈ X, then L ∩ V J is a proper subspace of V J . Since there are only finitely
many subgroups of G, the set X must be finite and

V J
0 = V J \ ∪L∈X(V J ∩ L) = ∩L∈X(V J \ L)

is an open and dense subset of V J . We claim that if x ∈ V J
0 has isotropy group

H, then V J = V H . Let g ∈ H. If there exists y ∈ V J such that g /∈ Gy, then V 〈g〉

intersects V J in a proper subspace and hence x /∈ V J
0 . Consequently, g|V J = IV

and so V H ⊃ V J . Obviously, J ⊂ H and so V H ⊂ V J . Hence V J = V H , proving
(a). Suppose H ∈ τ . If y ∈ V H

0 , then our previous argument implies H = Gy,
proving (b). The first equality in (c) follows from (b) using the finiteness of G.

The second equality follows by noting that gV H = V gHg−1
. It remains only to

prove (d). Let τ, µ ∈ O(V,G) and suppose τ > µ. By definition of the partial
order relation on O(V,G), we can find H ∈ τ , J ∈ µ such that J is a proper
subgroup of H. We have

(2.4) V J \ V J
µ ⊃ V H ⊃ V H

τ .

Since ∂Vµ ∩V J = V J \V J
µ , we deduce ∂Vµ ⊃ Vτ from (2.4) by taking unions first

over H ⊃ J and then over all J ∈ µ. It remains to prove the converse. Suppose
x ∈ Vτ ∩ ∂Vµ. Since Gx is finite, we may choose an open neighbourhood U of x
such that gU ∩U = ∅, g ∈ G \Gx. If y ∈ U , then Gy ⊂ Gx. Since x ∈ ∂Vµ, there
exists y ∈ Vµ ∩ U and so Gy ⊂ Gx. �

2.9. Slices

We describe one of the main technical tools used in the theory of G-manifolds
and maps: the differentiable slice theorem. We start with the definition of a slice
(no differentiability needed) and then show how to construct slices for orthogonal
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actions by a finite group. We defer the construction of slices for general compact
Lie group actions to the next chapter.

Definition 2.9.1. Let (X,G) be a G-space. Given x ∈ X, a slice for the
action of G at x is a Gx-invariant subset Sx of x such that

(1) Sx ∩Gx = {x}.
(2) gSx ∩ Sx 6= ∅ if and only if g ∈ Gx.
(3) GSx = ∪gSx is an open neighbourhood of Gx.

Remarks 2.9.2. (1) If (X,G) is a smooth G-manifold, we usually require
that Sx is an embedded (dim(M)−dim(Gx))-disk which is transverse to Gx (see
also the section in the next chapter on slices for general smooth actions).
(2) The neighbourhoodGSx ofGx given by the definition of slice isG-equivariantly
homeomorphic to the twisted product G×Gx Sx.

We have the following important consequence of the definition of slice.

Lemma 2.9.3. Let (X,G) be a G-space and let x ∈ X. Suppose that Sx is a
slice for the action of G at x. Then Gy ⊂ Gx for all y ∈ Sx. In particular, if
(Gx) = τ , then Xτ ∩GSx = GSGxx = G×Gx Sx.

2.9.1. Slices for linear finite group actions. Let G be a finite group.
Suppose that V is a finite dimensional inner product space and G ⊂ O(V ).

Lemma 2.9.4. For every x ∈ V , we may choose r = r(x) > 0 such that the
open r-disk Sx = Sx(r) = {y ∈ V | ‖x− y‖ < r} is a slice for the action of G at
x. In particular, we may assume that the action of Gx on Sx is linear.

Proof. For r > 0, let Sx(r) denote the open r-disk, centre x radius r. Since
Gx ⊂ G ⊂ O(V ), we have gSx(r) = Sgx(r), all g ∈ G, In particular, gSx(r) =
Sx(r), for all g ∈ Gx. Since Gx is finite, we may choose r > 0 so that Sx(r) ∩
Sgx(r) = ∅, for all g ∈ G \ Gx. Setting Sx = Sx(r), Sx is a slice for the action
of G at x. Moreover, since Sx ⊂ V and GxSx = Sx, the action of Gx on x is the
restriction of the linear action of Gx on V to Sx. �

Definition 2.9.5. Let V be a finite dimensional inner product space. An
involution r ∈ O(V ) is a reflection if V 〈r〉 = {v | rv = v} is a codimension 1
linear subspace of V .

Lemma 2.9.6. Let r ∈ O(V ). Then V 〈r〉 is a codimension 1 linear subspace
of V if and only if r is a reflection.

Proof. Set W = V 〈r〉. Since r fixes W , W⊥ must be r-invariant. If
dim(W⊥) = 1, there are just two possible actions of r on W⊥: multiplication
by +1 or −1. If r acts by multiplication by +1, then r fixes W⊥ contradicting
the definition of W . It follows that r must act as multiplication by −1 and from
this it follows immediately that r is a reflection. �

The next proposition, part of which repeats the last statement of theorem 2.8.3,
is a characteristic application of slices.
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Proposition 2.9.7. Let G ⊂ O(V ), G finite.

(1) There exists a unique minimal isotropy type Π for the action of G on
V . The corresponding orbit stratum VΠ is open and dense in V and
connected if G contains no reflections.

(2) If τ, µ ∈ O(V,G), then τ < µ if and only if ∂Vτ ⊃ Vµ.

Proof. Let x ∈ V be a point of minimal isotropy. If Sx is a slice at x, then
by lemma 2.9.3 Gy = Gx for all y ∈ Sx (else, Gx would not be minimal). Since
Sx is an open neighbourhood of x in V , Gx acts trivially on V . By theorem 2.8.3,
V(Gx) = V Gx

(Gx) is an open dense subset of V . Hence the minimal isotropy type Π

is unique (any two open dense subsets of V have non-trivial intersection) and the
orbit stratum VΠ = V Gx

(Gx) is open and dense in V . If G contains a reflection r,

then V 〈r〉 is of codimension 1 and so VΠ ⊂ V \ V 〈r〉 is not connected. If G has
no reflections, then V 〈g〉 is of codimension at least 2 for all g ∈ G \ Gx and so
VΠ = V \ ∪g/∈GxV 〈g〉 is connected.

Suppose that τ, µ ∈ O(V,G) and ∂Vτ ⊃ Vµ. Let x ∈ Vµ and choose a slice Sx
at x. Then Sx∩Vτ 6= ∅. Hence we can choose y ∈ Sx∩Vτ and then Gy ⊂ Gx. By
definition of the order on O(V,G), τ < µ. Conversely, suppose τ < µ. Choose
x, y ∈ V such that Gx ∈ µ, Gy ∈ τ and Gx ⊃ Gy. It follows by linearity of the
action that every point z ∈ [x, y] = {tx+ (1− t)y | t ∈ [0, 1]} has Gz ⊃ Gy. The
slice theorem implies that if z ∈ [x, y] is sufficiently close to y then Gz = Gy.
Again by the slice theorem, if z ∈ [x, y] is a limit of points in [x, y] with isotropy
Gy, then all points in [x, y] sufficiently close to z, not equal to z, will have isotropy
Gy. Hence there are only finitely many points in [x, y] with isotropy different from
Gy. It follows that every point of Vµ lies in ∂Vτ and ∂Vτ ⊃ Vµ. �

Remark 2.9.8. The unique minimal isotropy type given by proposition 2.9.7
is called the principal isotropy type. The corresponding isotropy group is constant
on VΠ (the principal isotropy group is a normal subgroup of G).

2.10. Invariant and equivariant maps

We conclude with definitions, examples and results about symmetric maps.

Definition 2.10.1. Let (X,G) and (Y,G) be G-spaces. A map f : X → Y
is G-equivariant or equivariant if for all x ∈ X and g ∈ G we have

f(gx) = gf(x).

The map f is G-invariant or invariant if for all x ∈ X and g ∈ G we have

f(gx) = f(x),

Examples 2.10.2. (1) Let Z2 act on R as multiplication by ±1. A map f :
R→ R is equivariant if f(−x) = −f(x), x ∈ R. It is invariant if f(x) = f(−x).
We note that Z2-equivariance corresponds to f being odd and Z2-invariance to
f being even.
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(2) Take the standard irreducible representation of SO(2) on C ≈ R2. A map
f : C→ C is SO(2) equivariant if

f(eıθz) = eıθf(z), (z ∈ C, θ ∈ R).

A map g : C → R will be SO(2)-invariant if f(eıθz) = f(z), all z ∈ C, θ ∈ R. If
f is a polynomial (in z, z̄), f is SO(2)-equivariant if and only if we can write

f(z) = h(|z|2)z,

where h : R→ C is a polynomial. A polynomial g is SO(2)-invariant if and only
if we can write g(z) = h(|z|2), where h : R→ R is a polynomial.

One way of constructing equivariant maps is to use slices. The following
lemma is basic.

Lemma 2.10.3. Let (X,G) and (Y,G) be G spaces and Sx be a slice for the
action of G at x ∈ X. Suppose that f : Sx → Y is a Gx-equivariant map. Then
f extends uniquely to a G-equivariant map F : GSx → Y .

Proof. Let g ∈ G, y ∈ Sx. Define F (gy) = gf(y). We verify that F is well-
defined and G-equivariant. Suppose that gy = g′y′, where g, g′ ∈ G, y, y′ ∈ Sx.
Since Sx is a slice, g−1g′ ∈ Gx. Using the Gx-equivariance of f ,

F (gy) = gf(y) = gf(g−1g′y′) = gg−1g′f(y′) = g′f(y′) = F (g′y′).

Hence F is well-defined. Suppose that z = gy, g ∈ G, y ∈ Sx. For k ∈ G we have

F (kz) = F (kgy) = kgf(y) = k(gf(y)) = kF (z).

Hence F is G-equivariant. �

Proposition 2.10.4. Let f : X → Y be an equivariant map of G-spaces.

(1) If x ∈ X, then Gf(x) ⊃ Gx, x ∈ X.
(2) If H is a subgroup of G, then f(XH) ⊂ Y H .
(3) If f is injective, then Gf(x) = Gx, for all x ∈ X, and f(Xτ ) ⊂ Yτ , for

all τ ∈ O(X,G).

Proof. Let g ∈ Gx. Then

gf(x) = f(gx), (by equivariance)

= f(x), (since g ∈ Gx),

proving (1). A similar argument proves (2). For (3), suppose that gf(x) = f(x).
Then, by equivariance, f(gx) = f(x). Since f is injective, gx = x and so g ∈ Gx.
The second part of (3) is immediate. �

Example 2.10.5. Consider an SO(2)-equivariant map f : C → C, where
SO(2) acts on the domain as multiplication by e2ıθ and on the range as multi-
plication by eıθ. Since f is equivariant, f(e2ıθz) = eıθf(z), for all z ∈ C, θ ∈ R.
Taking θ = π, we see that f(z) = f(e2ıπ) = eıπf(z) = −f(z) and so f(z) = 0.
Hence every SO(2)-equivariant map f : C→ C is identically zero. On the other
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hand, if we switch the SO(2)-actions on domain and target, there are plenty of
non-constant SO(2)-equivariant maps. For example, any polynomial in z2.

2.10.1. Smooth invariant and equivariant maps on representations.
LetG be a compact Lie group and (V,G), (W,G) be orthogonalG-representations.
Let C∞(V )G denote the vector space of smooth G-invariant R-valued functions
on V . Let C∞G (V,W ) denote the space of smooth G-equivariant maps from V to
W . If f ∈ C∞(V )G, F ∈ C∞G (V,W ), then fF ∈ C∞G (V,W ) and so C∞G (V,W )
has the structure of a C∞(V )G-module. Let P (V )G ⊂ C∞(V )G denote the vector
space of G-invariant polynomial maps on V and PG(V,W ) ⊂ C∞G (V,W ) be the
P (V )G-module of G-equivariant polynomial maps from V to W .

Example 2.10.6. If (V,G) is orthogonal then any polynomial in ‖x‖2 defines
a G-invariant polynomial on V . Since IV ∈ PG(V, V ), if p : R→ R is a polynomial
then P (x) = p(‖x‖2)x is a G-equivariant polynomial endomorphism of V .

C∞ topology. Let Dr denote the closed r-disk in V , centre the origin. For
n ≥ 0, we define the seminorm ‖ ‖n on C∞(V )G (or C∞(V )) by

‖f‖n = sup
x∈Dn

n
∑

j=0

‖Djf(x)‖.

(Instead of ‖Djf(x)‖ we can sum over all the absolute values of all partial deriva-
tives of f at x of order j.) We define a complete metric on C∞(V )G by

d(f, g) =
∞
∑

n=0

2−n
‖f − g‖n

1 + ‖f − g‖n
, f, g ∈ C∞(V )G.

The completeness of d follows easily from standard results on uniform convergence
of sequences of differentiable functions. We similarly define a complete metric on
C∞G (V,W ). We refer to the associated topology on C∞(V )G or C∞G (V,W ) as the
C∞-topology. Note that the C∞ topology gives poor control over the behaviour
of functions at infinity. Specifically, if f and g are ε d-close, their values may
differ by 2nε outside Dn. Later we introduce the Whitney C∞ topology which
gives better control over functions at infinity.

Lemma 2.10.7. Averaging defines continuous linear projection maps

(1) Av : C∞(V )→ C∞(V )G, Av(f)(x) =
∫

G
f(gx) dh.

(2) Av : C∞(V,W )→ C∞G (V,W ), Av(f)(x) =
∫

G
gf(g−1x) dh.

Proof. We prove the first statement; the second is similar. Let f ∈ C∞(V ).
Using the left invariance of Haar measure and standard properties of the integral
(chapter 1, section 1.6) we see that Av(f) is a smooth G-invariant function on
V . It follows from the definition of ‖ ‖n and linearity of

∫

G
that ‖Av(f − g)‖n ≤

‖f − g‖n, for all n ∈ N. Hence d(Av(f),Av(g)) ≤ d(f, g), all f, g ∈ C∞(V ).
Noting that Av restricts to the identity on C∞(V )G, we have shown that Av :
C∞(V )→ C∞(V )G is a continuous linear projection. �
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Theorem 2.10.8 (Equivariant Stone-Weierstrass theorem).

(1) P (V )G is a dense subset of C∞(V )G (C∞-topology).
(2) PG(V,W ) is a dense subset of C∞G (V,W ) (C∞-topology).

Proof. Given ε > 0 and f ∈ C∞(V )G we must find P ∈ P (V )G such that
d(f, P ) < ε. By the classical Stone-Weierstrass theorem, P (V ) is a dense subset
of C∞(V ) and so there exists Q ∈ P (V ) such that d(f,Q) < ε. Let P = Av(Q).
We have

d(f, P ) = d(Av(f),Av(Q)) ≤ d(f,Q) < ε.

The proof of the second part is similar and omitted. �

Exercise 2.10.9. Show that if U is a G-invariant non-empty open subset
of V , then P (V )G is a dense subset of C∞(U)G (C∞-topology) and PG(V,W )
is a dense subset of C∞G (U,W ) (C∞-topology). (Choose an increasing family of
G-invariant compact subsets (Kn) of U such that Kn ⊂ interior(Kn+1), n ≥ 1,
and ∪n≥1Kn = U . For n ≥ 1, choose φn ∈ C∞(V )G such that φn|Kn ≡ 1,
φn|V \ U ≡ 0. Now for n ≥ 0, Cn-approximate φnf on Kn by Fn ∈ PG(V,W ).)

Lemma 2.10.10. Let (V,G) be a finite dimensional orthogonal representation
of G. Given R > r > 0, there exists a smooth G-invariant function ΨR,r : V → R
such that

(1) ΨR,r(x) = 1, ‖x‖ ≤ r.
(2) ΨR,r(x) ∈ (0, 1), r < ‖x‖ < R.
(3) ΨR,r(x) = 0, ‖x‖ ≥ R.

Proof. Let ρ : R → R be the C∞ map defined by ρ(t) = 0, t ≤ 0, and
ρ(t) = exp(−1/t), t > 0. Define

ΨR,r(x) =
ρ(R2 − ‖x‖2)

ρ(R2 − ‖x‖2) + ρ(‖x‖2 − r2)
, (x ∈ V ).

Since the denominator is non-vanishing, ΨR,r is smooth and satisfies (1,2,3). Since
(V,G) is orthogonal, ‖ ‖ is G-invariant and so ΨR,r ∈ C∞(V )G. �

Lemma 2.10.11. Let (V,G), (W,G) be a finite dimensional orthogonal repre-
sentations of the finite group G. Let x ∈ V and suppose that the r-disk neighbour-
hood Dr(x) of x in V is a slice. Let f : Dr(x)→ W be a smooth Gx equivariant
map. Given 0 < s < r, there exists a smooth G-equivariant extension of f |Ds(x)
to F : V → W .

Proof. Applying lemma 2.10.10, we choose a smooth Gx-invariant map φ :
Dr(x) → R such that φ|Ds(x) = 1 and φ|Dr(x) \D(r+s)/2(x) ≡ 0. Set f1 = φf :
Dr(x) → W . By lemma 2.10.3, f1 extends uniquely to a smooth G-equivariant
map f2 : GDr(x) → W defined by f2(gy) = gf1(y), y ∈ Dr(x), g ∈ G. The
closed support of f2 is a compact G-invariant subset of the open G-invariant set
GDr(x). Hence if we define F : V → W by F |GDr(x) = f2, F |V \GDr(x) = 0,
F will be a smooth G-invariant map. �
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Remark 2.10.12. Lemma 2.10.11 holds for compact Lie groups but we defer
the proof to the next chapter – the issue is the smoothness of the extension.

Examples 2.10.13. (1) Let (V,G), (W,G) be finite dimensional representa-
tions of the finite group G. Given p ∈ V and q ∈ W suppose that Gp ⊂ Gq. Let
Dr(p) be a slice at p. By lemma 2.10.11, there exists a smooth G-equivariant map
F : V → W such that F (p) = q and F |V \ GDr(p) ≡ 0 (take f to be constant,
equal q on Dr(p)).
(2) Let (V,G) be a finite dimensional representation of the finite group G. Sup-
pose that p1, p2 ∈ V lie on different G-orbits. There exists P ∈ P (V )G such
that P (p) 6= P (q). For this we start by constructing P ∈ C∞(V )G such that
P (p1) = 1, P (p2) = 0. (use (1) with (W,G) be the trivial representation (R, G)
and p2 ∈ V \GDr(p1)). Apply theorem 2.10.8.

2.10.2. Equivariant vector fields and flows. Let X be a Cr vector field
on Rn, r ≥ 1. For each x ∈ Rn, there exists a unique maximal integral curve
φx : (ax, bx)→ Rn for the vector field through x satisfying

φ′x(t) = X(φx(t)), (t ∈ (ax, bx)),

φx(0) = x,

where (ax, bx) is an open interval containing 0 ∈ R. If we define DX = ∪z∈Rn{x}×
(ax, bx), then DX is an open subset of Rn × R containing Rn × {0}. Define
φ : DX → Rn by φ(x, t) = φx(t). It is a standard fact from the theory of ordinary
differential equations that φ is Cr. If DX = Rn × R, φ defines a Cr-flow on Rn.
For each t ∈ R, the map φt : Rn → Rn will be a Cr diffeomorphism of Rn.

Lemma 2.10.14. Suppose that ρ : G → GL(V ) is a representation of G on
V (real or complex), Let X : V → V be a Cr vector field on V , r ≥ 1 and let
φ : DX → Rn denote the corresponding solution map.

(1) DX is a G-invariant open subset of Rn × R.
(2) φ is G-equivariant.

In case DX = Rn, φ defines a G-equivariant flow on Rn and each φt is a G-
equivariant diffeomorphism of Rn.

Proof. Let φx : (ax, bx)→ Rn be the maximal integral curve through x. For
g ∈ G, let ψ = gφx : (ax, bx)→ Rn. Then ψ(0) = gx and

ψ′(t) = gφ′x(t) = gX(φx(t)) = X(gφx(t)) = X(ψ(t)), (t ∈ (ax, bx)).

Hence ψ is an integral curve through gx. By maximality, we must have (agx, bgx) ⊃
(ax, bx). It follows from uniqueness of solutions that on (ax, bx), φgx = gφx.
Repeating the argument with x replaced by gx and ψ by g−1φgx, we deduce
that (agx, bgx) ⊂ (ax, bx) and so (agx, bgx) = (ax, bx) and φgx = gφx for all
g ∈ G, x ∈ Rn. Our arguments also prove that φ is G-equivariant and DX
is G-invariant. �



CHAPTER 3

Smooth G-manifolds

The topic of this chapter is smooth (always C∞) actions of a Lie group G
on a differential manifold M . We always assume M is a Hausdorff, paracompact
and second countable m-dimensional manifold. In particular, M is metrizable
and locally compact. With few exceptions, M will be connected. Lie groups will
usually be compact but we allow for proper actions by non-compact Lie groups.

We review those parts of the theory of (Riemannian)G-manifolds that we need
when we come to investigate equivariant transversality and equivariant dynamical
systems on G-manifolds. Important results proved in this chapter include the
differentiable slice theorem and the Whitney regularity of the stratification of a
G-manifold by isotropy type. We also prove a number of foundational results; for
example, that G-orbits are submanifolds for compact or proper G-actions.

3.1. Proper G-manifolds

Definition 3.1.1. Let G be a Lie group. A (smooth) G-manifold consists of
a smooth manifold M together with a smooth action G×M →M , (g,m) 7→ gm,
of G on M .

Remark 3.1.2. The conditions of the definition may be weakened since it
follows from a theorem of Montgomery (see [129, Chapter V, §5.1]) that if G is a
Lie group, M is a manifold which is a G-space and g : M →M is smooth for all
g ∈ G, then M is automatically a smooth G-manifold. See also remarks 3.1.10.

Lemma 3.1.3. Let M be a G-manifold. The tangent bundle TM and cotangent
bundle T ?M have the natural structure of G-manifolds. Moreover, for each x ∈
M , (TxM,Gx) and (T ?xM,Gx) have the structure of (dual) Gx-representations.

Proof. For each g ∈ G, let g : TM → TM be defined as the tangent map
Tg of g. Since T (gh) = TgTh, and TeG = ITM , TM has the natural structure
of a G-manifold. Since Tg is a diffeomorphism of TM , Txg : TxM → TgxM is a
linear isomorphism, for all g ∈ G. Hence (TxM,Gx) has the structure of a Gx-
representation. We define the action of G on T ?M by requiring that 〈v, gφ〉 =
〈g−1v, φ〉, where x ∈M , v ∈ TxM , φ ∈ T ?xM . With this definition, (T ?xM,Gx) is
the dual of the representation (TxM,Gx). �

Remark 3.1.4. An easy consequence of lemma 3.1.3 is that all of the ten-
sor and exterior power bundles of TM , T ?M admit the natural structure of

47
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G-manifolds (in fact G-vector bundles – we give a formal definition later).

Just as we did for G-spaces and representations, we may partition a G-
manifold into subsets of the same isotropy type. However, without further con-
ditions on the action, this partition may be quite pathological.

Example 3.1.5. Let A : T2 → T2 be the diffeomorphism of the 2-torus
defined by A(x, y) = (2x+ y, x+ y), (x, y) ∈ R2 mod Z2. Let M be the compact
3-manifold defined by identifying the ends of the cylinder T2 × [0, 1] according
to (t, 1) ∼ (At, 0). The unit vector field X(x, t) = (0, 1) on T2 × [0, 1] induces
a smooth vector field on M . Since M is compact, we can integrate X to obtain
a smooth R-action M × R → M (the resulting flow ΦA

t is called the suspension
of A – the construction is quite general, see section 9.4). Observe that every
periodic point of A lifts to a periodic orbit of ΦA

t . The periodic orbits of ΦA
t are

the compact-orbits of the R-action. It is easily shown that the set of periodic
points of A is the set of rational points (p

q
, r
s
) of T2. Hence the set of compact

orbits of the R-action is dense in M . However, the set of non-compact R-orbits
is also dense. Therefore, not only is the partition of M by isotropy type highly
irregular but (most) R-orbits are not (embedded) submanifolds of M . We remark

that Φf
t is an example of a transitive Anosov flow – in this case the suspension

of the Anosov diffeomorphism (or ‘cat map’) A of the 2-torus.

The pathology described in the previous example does not occur when the
group G is compact. However, rather than make the assumption of compactness
at the outset, we prefer to start by making an additional assumption on the action
that is satisfied in a number of important cases – including the standard action
of the Euclidean group E(n) on Rn.

We recall that a continuous map f : X → Y between locally compact metric
spaces is proper if f−1(K) is a compact subset of X whenever K is a compact
subset of Y . The map f is closed if f maps closed sets to closed sets.

Lemma 3.1.6. Let f : X → Y be continuous. Then f is proper if and only if
f is closed and f−1(y) is compact for all y ∈ Y . If f is injective then f is proper
if and only if f is closed and then f is a homeomorphism onto f(X) (induced
topology).

Proof. We prove that if f is closed and f−1(y) is compact for all y ∈ Y
then f is proper and leave the remaining statements to the reader. Suppose
then that K is a compact subset of Y and let {Ui | i ∈ I} be an open cover of
f−1(K). Since f−1(y) is compact, we may for each y ∈ K pick a finite subset
Iy ⊂ I such that {Ui | i ∈ Iy} covers f−1(y). Since f is assumed closed, it follows
that Vy = Y \ f(X \ ∪i∈IyUi) is an open neighbourhood of y ∈ Y . Now use the
compactness of K to choose y1, . . . , yN ∈ K such that {Vyi | i = 1, . . . , N} covers
K. Then {Ui | i ∈ Iyj , j = 1, . . . , N} is a finite open cover of f−1(K). �
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Definition 3.1.7. A smooth action ρ : M ×G→ M of G on M is a proper
action if the associated map

ρ̃ : M ×G→M ×M, (x, g) 7→ (x, ρ(x, g)) = (x, gx),

is proper. We refer to M as a proper G-manifold .

Proposition 3.1.8. Suppose M is a proper G-manifold. Then

(1) For all x ∈M , the map ρx : G→M , ρx(g) = gx, is proper.
(2) Gx is a compact subgroup of G, Gx is a closed subset of M and the natural

map ρ′x : G/Gx → Gx, g[Gx]→ gx is a G-equivariant homeomorphism.
(3) M/G is Hausdorff.

Proof. Since ρx is the restriction of the proper map ρ̃ to the closed subspace
{x}×G, ρx is obviously proper. Hence Gx = ρ−1

x (x) is compact and Gx = ρx(G)
is closed, lemma 3.1.6. Since the natural map ρ′x : G/Gx → Gx is proper and
injective it follows from the second part of lemma 3.1.6 that ρ′x is a homeomor-
phism. The proof of the last statement is similar to that of lemma 2.3.4 using
the fact that G-orbits are closed. �

Examples 3.1.9. (1) The natural action of E(n) on Rn is proper since since
the action of Rn on Rn by translation is obviously proper and E(n) = O(n)nRn.
(2) Let H be a closed subgroup of G. Then the left and right H-actions on G are
proper: G ×H → G, (g, h) 7→ hg, gh. Note that if H is not a closed subgroup,
then ρ̃ : G×H → G×G is not closed – ρ̃−1({e} ×G) = {e} ×H is not closed.

Remark 3.1.10. If M is a proper G-manifold then Illman [96] proved that
it is possible to give M,G real analytic structures so that the action of G on M
is real analytic. In the case when G is compact, this result was proved earlier by
Matumoto and Shiota [121] and the real analytic structure on M is unique (the
real analytic structure on G is always unique).

3.1.1. Proper free actions.

Lemma 3.1.11. If ρ : M × G → M is a proper, free, smooth action on M ,
then for all x ∈M , Gx is a closed submanifold of M .

Proof. The mapping ρx : G → M , g 7→ gx, is a G-equivariant smooth
homeomorphism onto Gx, proposition 3.1.8. In order to prove that ρx is an
embedding, it is enough to show that ρx is an immersion. It follows by G-
equivariance that the rank of Tgρx : TgG → TgxM is constant on G. Applying
the rank theorem [41, 10.3], we see that if Tgρx is not of maximal rank then ρx
is not injective, contradiction. Hence Tgρx is of maximal rank and is therefore
injective. Therefore ρx is an immersion. Alternatively, it suffices to prove directly
that Teρx : g→ TxM is injective – this is easily done using the exponential map
and we introduce the general method shortly. �
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Definition 3.1.12. Let ρ : M ×G→M be a proper, free, smooth action on
M with orbit map p : M → M/G. A local section of p : M → M/G over the
open subset U of M/G is a continuous map ξ : U →M such that pξ = IdU .

We note the following elementary properties of a local section ξ : U → M of
p : M →M/G.

(1) ξ(U) meets each G-orbit p−1(x̄), x̄ ∈ U , in a unique point.
(2) gξ : U →M is a local section for all g ∈ G and gξ(U)∩hξ(U) = ∅ unless

g = h..
(3) ∪g∈Ggξ(U) is an open neighbourhood of p−1(x̄), x̄ ∈ U .
(4) ξ maps U homeomorphically onto ξ(U) (induced topology).
(5) The map U × G → p−1(U) defined by (u, g) → gξ(u) is a homeomor-

phism.
(6) If ξi : Ui →M are local sections, i = 1, 2, then ξ12 = ξ1◦p : ξ2(U1∩U2)→

ξ1(U1 ∩ U2) is a homeomorphism.

Remarks 3.1.13. (1) Without the assumption that the action is free it may
not be possible to construct local sections at every point of the orbit space. For
example, the standard action of Z2 on R does not admit a local section defined
on a neighbourhood of 0̄ ∈ R/Z2 ≈ [0,∞).
(2) Conditions (1–4) amount to ξ(U) being a slice for all G-orbits through ξ(U).

Theorem 3.1.14. Let ρ : M × G → M be a proper, free, smooth action on
M . Then M/G has a (unique) differentiable structure such that p : M → M/G
is a smooth submersion (and admits local smooth sections).

Proof. Let dim(G) = g, dim(M) = m. Given x ∈ M , set p(x) = x̄. By
lemma 3.1.11, Gx is a g-dimensional closed submanifold of M . We prove the
result by showing that there exist local sections of p : M → M/G which patch
together to define the required differential structure on M/G.

Let η : Dr(0) → M be a smooth embedding of the open r-disk, centre the
origin, in Rm−n, such that η(0) = x, η(Dr(0)) ∩Gx = {x} and η is transverse to
Gx (Txη(Dr(0))+TxGx = TxM). Choosing r smaller if necessary, we may assume

η(Dr(0)) is compact. We claim that we can choose 0 < s ≤ r such that for all
y ∈ η(Ds(0)), η|Ds(0) is transverse to Gy, and Gy∩η(Ds(0)) = {y}. Suppose the
contrary. Then there exist sequences (xn) ⊂ η(Dr(0)), (gi) ⊂ G\V̄ , where V is an
open neighbourhood of the identity in G, such that gixn ∈ η(Dr(0)) and xi → x.

Let A = {(xi, gixi) | i ≥ 1}. Since A ⊂ η(Dr(0)) × η(Dr(0)), A is a compact

subset of M ×M and so, since the action is proper, {(xi, gi) | i ≥ 1} is a compact
subset of M ×G. Choosing subsequences, we may assume that gi → g ∈ G \ V .
Since gixi, xi → x, we have gx = x, contradicting the assumption that the action
of G is free.

Set Dx = η(Ds(0)) and Ux̄ = p(Dx). It follows from our construction that Ux̄
is an open neighbourhood of x̄. Since p|Dx defines a homeomorphism of Dx onto
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Ux̄, we may define ξx = (p|Dx)
−1 : Ux̄ → Dx. Clearly, ξx : Ux̄ → M is a local

section of M .
Carrying out this construction for each x̄ ∈ M/G, we obtain a set U =

{(Ux̄, ξx) | x ∈ M} of local sections of M with ξgx = gξx, g ∈ G. Using the
transversality of the sections ξx to G-orbits, we deduce that the transition func-
tions ξxz : ξz(Ux̄ ∩ Uȳ)→ ξx(Ux̄ ∩ Uȳ) are smooth. Hence U defines a differential
structure on M/G. With respect to this structure, p|Dx = ξx(Ux̄) is a diffeomor-
phism onto Ux̄ and so p|p−1(Ux̄) is a smooth submersion for all x ∈ M . Hence
p : M → M/G is a smooth submersion. Using the local sections, it is trivial to
verify that the differential structure we have constructed is the unique differential
structure on M/G for which p : M →M/G is a smooth submersion. �

Remark 3.1.15. The previous result also holds if the action of G on M is
proper and monotypic: there is only one isotropy type.

Corollary 3.1.16. Suppose that H is a closed subgroup of the Lie group G.
Then the homogeneous space G/H has a unique differential structure with respect
to which the quotient map p : G→ G/H is a submersion. The natural action of
G on G/H is smooth. The action is proper if H is compact.

Proof. The group H acts properly and freely on G by g 7→ gh−1. It follows
from theorem 3.1.14 that G/H has a unique differential structure such that the
orbit map p : G→ G/H is a submersion. Using local sections of G/H, we verify
that the natural action of G on G/H by left translation is smooth. Finally, if H is
compact, we use lemma 3.1.6 to show that the action of G on G/H is proper. �

Corollary 3.1.17. Let ρ : M × G → M be a proper smooth action on M .
For all x ∈ M , the map ρx : G/Gx → M , ρx(g[Gx]) = gx, is a smooth G-
equivariant embedding. In particular, Gx is a closed submanifold G-equivariantly
diffeomorphic to G/Gx.

Proof. We know from proposition 3.1.8 that ρx is a G-equivariant homeo-
morphism of G/Gx onto Gx – in particular, ρx : G/Gx → M is a topological
embedding of G/Gx. It suffices to prove that ρx is an immersion. Just as in the
proof of lemma 3.1.11, the G-equivariance of ρx implies that Tαρx is of constant
rank, α ∈ G/Gx. Since ρx is injective it follows from the rank theorem that Tαρx
must be injective. Hence ρx is an injective immersion. Alternatively, we may
proceed by noting that the kernel of the tangent map of g → gx at g = e is equal
to the Lie algebra gx. �

Remark 3.1.18. Theorem 3.1.14 and corollary 3.1.16 can be formulated as
results about smooth principal G-bundles. We recall that a smooth map p :
E → B is a smooth G-principal bundle if: (a) G acts smoothly and freely on
the right on E, (2) p(xg) = p(x), for all x ∈ E, g ∈ G, (3) we can find an
open neighbourhood U of every b ∈ B and smooth G-equivariant trivialization
φU : U × G → p−1(U) ⊂ E such that φU covers the identity map on U . (We
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assume the right G-action on U ×G, (u, k)→ (u, kg).) If, in theorem 3.1.14, we
define the right action of G on M by mg = ρ(g)(m), then p : M → M/G is a
principal G-bundle over M/G. Corollary 3.1.16 may be restated as saying that
if H is a closed subgroup of G then p : G→ G/H is a principal H-bundle (note
that the requirement that H acts on the right is quite natural in this case).

Specializing to the case G is compact, the results of this section show that if
M is a G-manifold then

(1) G-orbits are compact G-invariant submanifolds of M .
(2) If x ∈M , Gx is equivariantly diffeomorphic to G/Gx.
(3) If G acts freely on M , then M/G has a unique smooth structure with

respect to which the orbit map p : M →M/G is a principal G-bundle.

Example 3.1.19. Let H be a compact subgroup of the Lie group G and
(X,H) be a smooth H-manifold. Then the orbit map G×X → G×H X has the
structure of an principal H-bundle over G ×H X. If we take the G × H-action
on G × X defined by (g, h)(γ, x) = (gγh−1, hx), then every G × H-equivariant

smooth map f : G × X → G × X induces a smooth G-equivariant map f̃ :
G×H X → G×H X.

3.2. G-vector bundles

In this section we give the definition of a G-vector bundle together with one
important construction. We start with a rapid revision of the definition of a
smooth vector bundle over M (for fuller details, see any of [1, 18, 92, 103]).

Let E be smooth manifold and p : E →M be a smooth surjective map. Given
x ∈ M , we call p−1(x) = Ex the fibre of p over x. We are interested in maps
p : E → M such that (a) the fibre Ex has the structure of a vector space for all
x ∈ M , and (b) the map p is locally a projection map in a way that preserves
the vector space structure on fibres.

Definition 3.2.1. (Notation as above.) An E-trivialization (U, φ) of p :
E → M over the open subset U of M consists of a smooth diffeomorphism
φ : E|U = p−1(U)→ U × E such that πU ◦ φ = p, where πU : U × E→ U is the
projection onto U .

Let (U, φ) be an E-trivialization of p : E → M . Given x ∈ U , define the
smooth diffeomorphism φ(x) : Ex → E by

φ(x) = πE ◦ (φ|Ex),
where πE : U × E→ E is the projection on E.

Let U = {Ui | i ∈ I} be an open cover of M and T = {(Ui, φi) | i ∈ I} be a set
of E-trivializations p : E → M . Given i, j ∈ I, suppose that Uij = Ui ∩ Uj 6= ∅.
For x ∈ Uij, define φij(x) : E→ E by

φij(x)(e) = φi(x)φj(x)−1.
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Since φij(x) is a composite of diffeomorphisms, φij(x) is a diffeomorphism of E.

Definition 3.2.2. (Notation as above.) The set T = {(Ui, φi) | i ∈ I} of
E-trivializations gives p : E → M the structure of a smooth vector bundle over
M with fibre E if φij : Uij → GL(E), for all i, j ∈ I and x ∈ Uij. If p : E → M
has the structure of a smooth vector bundle, we typically say that p : E → M ,
or just E, is a smooth vector bundle.

If T gives p : E → M the structure of a vector bundle, there exists a unique
linear structure on each fibre Ex such that φi(x) : Ex → E is a linear isomorphism
for all i ∈ I such that x ∈ Ui.

Definition 3.2.3. Suppose that M is a proper G-manifold, E is a G-manifold
and p : E → M is G-equivariant. Assume that p : E → M is a smooth vector
bundle. Then p : E → M is a smooth G-vector bundle if for all g ∈ G, g : Ex →
Egx is a linear isomorphism.

Remarks 3.2.4. (1) If p : E → M is a smooth G-vector bundle then E is a
proper G-manifold.
(2) For all x ∈ M , (Ex, Gx) is a Gx-representation. A good way of thinking of a
(proper) G-vector bundle is as a smooth family of compact group representations.

Example 3.2.5. Let M be a proper G-manifold. The tangent bundle and
cotangent bundles of M are smooth G-vector bundles over M .

Proposition 3.2.6. Let H be a compact subgroup of the Lie group G and
suppose that (V,H) is an H-representation. The twisted product G×H V has the
natural structure of a smooth G-vector bundle over the proper G-space G/H.

Proof. We know from section 2.4 (exercise 2.4.4), that the fibre of the orbit
map p : G ×H V → G/H, p([g, x]) = g[H], is naturally identified with V . In
order to construct V -trivializations, it suffices to construct a trivialization over
a neighbourhood of [H] ∈ G/H. Indeed, we can use the G-action on G/H
to transport the trivialization to a neighbourhood of any coset in G/H. Let
ξ : U ⊂ G/H → G be a smooth local section of G over some open neighbourhood
U of [H] ∈ G/H. Define φ : G ×H V |U → U × V by φ([ξ(u), v]) = (u, v),
(u, v) ∈ U×V . Since p([ξ(u), v]) = u and ξ is a local section, φ is a trivialization.
Finally, the action of G on G/H is proper by corollary 3.1.16. �

3.3. Infinitesimal theory

In this section we look at the relationship between the tangent spaces to group
orbits and the Lie algebras of G and the isotropy groups of the action.

Let M be a smooth G-manifold and let C∞(TM) denote the space of smooth
vector fields on M . We have a natural linear map

g→ C∞(TM), X 7→ X̄,
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defined by

X̄(x) =
d

dt
exp(tX)(x)|t=0.

Lemma 3.3.1. For x ∈M , gx = {X ∈ g | X̄(x) = 0}.

Proof. If X ∈ gx, then exp(tX) ∈ Gx, for all t ∈ R, and so exp(tX)(x) = x,
for all t ∈ R. Obviously X̄(x) = 0. Conversely, suppose that d

dt
exp(tX)(x)|t=0 =

0. Then for all s ∈ R,

d

dt
exp((t+ s)X)(x)|t=0 = exp(sX)

d

dt
exp(tX)(x)|t=0,

= 0

Hence exp(tX)(x) = x, for all t ∈ R, and so X ∈ gx, �

Lemma 3.3.2. Let H be a closed subgroup of G then T[H]G/H ≈ g/h.

Proof. Let p : G → G/H be the quotient map. We have Tep(X) =
d
dt
p(exp(tX))|t=0. If X ∈ h, then p(exp(tX)) = [H] (constant) and so Tep(h) =
{0}. On the other hand, p is a submersion and dim(G/H) = dim(g) − dim(h).
It follows that Tep maps g onto T[H]G/H. Hence T[H]G/H ≈ g/h. �

Lemma 3.3.3. Let M ×G→M be a smooth proper action. Then

TxGx = {X̄(x) | X ∈ g}.

Proof. The map G/Gx → Gx, gGx 7→ gx, is an embedding. The result
follows from lemma 3.3.1. �

Exercise 3.3.4. Show that the map g → C∞(TM), X 7→ X̄ is an anti-Lie

homomorphism: [X, Y ] = −[X̄, Ȳ ], for all X, Y ∈ g.

3.4. Riemannian manifolds

In order to investigate the stratification of M by isotropy type, we introduce
some tools from Riemannian geometry. We start with a quick review of basic
definitions and facts about Riemannian manifolds. For more details, the reader
may consult one of the many texts on Riemannian geometry (for example [18,
103]).

A smooth section ξ of the bundle T ?M ⊗T ?M is a Riemannian metric on M
if (a) ξ is symmetric (ξ(x)(v, w) = ξ(x)(w, v), all v, w ∈ TxM , all x ∈ M), and
(b) positive definite (ξ(x)(v, v) > 0, all non-zero v ∈ TxM). We say that M is
a Riemannian manifold if M comes equipped with a smooth Riemannian metric
ξ. We denote the corresponding metric on M by d. The Riemannian manifold
M is complete if (M,d) is a complete metric space. It can be shown (see for
example, [103, 18]) that if M is complete then every pair of points x, y ∈M can
be joined by a minimizing geodesic (that is, there exists a geodesic γ : [0, 1]→M

such that γ(0) = x, γ(1) = y and d(x, y) =
∫ 1

0
‖γ′(t)‖ dt). It follows from
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the Hopf-Rinow theorem [103, Theorem 4.1] that the following conditions are
equivalent

(1) M is complete.
(2) All metrically bounded subsets of M are relatively compact
(3) Every geodesic on M is defined for arbitrarily large values of its canonical

parameter.

All compact Riemannian manifolds are complete.

3.4.1. The exponential map of a complete Riemannian manifold.
Suppose that (M, ξ) is a complete Riemannian manifold.

Let X ∈ TxM . Then there exists a unique (maximal) geodesic γX : R → M
such that (a) γX(0) = x, and (b) γ′X(0) = X. The exponential map of the
Riemannian metric is the map exp : TM →M defined by

exp(X) = γX(1), X ∈ TM.

It is well-known that geodesics can be represented as the solutions of smooth
second order differential equation on M (the geodesic ‘spray’). It therefore follows
from standard results on differential equations that exp : TM → M is a smooth
map. Let TM0 = {0x | x ∈ M} ⊂ TM denote the zero-section of TM . If we
identify TM0 with M , it follows from the definition of exp that exp |TM0 can be
identified with the identity map of M . On the other hand if we set exp |TxM =
expx, x ∈ M , then it follows from the definition of exp(X) in terms of γX that
T0x expx : TxM → TxM is the identity map. Combining these observations
on the restriction of exp to the zero section and tangent space, it follows that
T0x exp(v, w) = v + w, v, w ∈ TxM .

Let Dx(r) denote the open disk centre 0, radius r > 0 in TxM . It follows from
the inverse function theorem that we can choose r > 0 so that Dx(r) is mapped
diffeomorphically by expx onto the open neighbourhood expx(Dx(r)) of x.

3.4.2. The tubular neighbourhood theorem. Let N be a closed sub-
manifold of M . Let TNM denote the restriction of TM to N . Then TN is a
vector sub-bundle of TNM . Restricting the Riemannian metric ξ to N , let Q
denote the orthogonal complement of TN in TNM . That is, for each x ∈ N , Qx

will be the orthogonal complement of the vector subspace TxN of TxM . If we let
q : Q→ N denote the projection induced from τM |TNM , then q : Q→ N has the
structure of a smooth vector sub-bundle of TNM and q : Q → N is isomorphic,
as a vector bundle, to the normal bundle TNM/TN of N .

Given r > 0, let Q(r) (respectively, Q(r)) denote the open r-disk bundle
(respectively, closed r-disk bundle) of Q.

Proposition 3.4.1. Let N be a compact submanifold of M . We may choose
r > 0 such that exp restricts to a smooth embedding of Q(r) onto the closed

neighbourhood exp(Q(r)) = T of N in M . Furthermore, T has smooth boundary
∂T = exp(∂Q(r)).
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Proof. It follows from our earlier description of T0x exp that T0x exp : T0xQ→
TxM is a linear isomorphism for all x ∈ N . Hence, for each x ∈ N , we may choose
rx > 0 and an open neighbourhood Ux of x ∈ N such that exp maps Q(rx)|Ux
diffeomorphically onto a neighbourhood of x in M . Since N is compact, we can
cover N by a finite set Ux1 , . . . , Uxk and make r independent of x by setting
r = min{rx1 , . . . , rxk}. In this way we define a local embedding exp : Q(r)→M .
It remains to show that we can choose r > 0 sufficiently small so that exp |Q(r)
is 1:1. Suppose the contrary. Then there exist a pair of sequences (yn), (zn) ⊂M
such that for n ≥ [1/r] (a) exp(yn) = exp(zn), (b) yn = exp(Yn), zn = exp(Zn),
where Yn, Zn ∈ Q( 1

n
), and (c) yn 6= zn. Choosing subsequences, we may assume

that limn→∞ yn = y, limn→∞ zn = z, where y, z ∈ N . Suppose y = z. Since
exp |Q(r) is a local diffeomorphism it follows by (a) that yn = zn for all suffi-
ciently large n, contradicting (c). If y 6= z then it follows by continuity of exp
that exp(yn) 6= exp(zn) for all sufficiently large n, contradicting (a). Hence there
exists n ≥ [1/r] such that exp |Q( 1

n
) is 1:1. �

Remarks 3.4.2. (1) The neighbourhood T = exp(Q(r)) (or its closure T =
exp(Q(r)) given by proposition 3.4.1 is called a tubular neighbourhood of N .
Referring to the figure, suppose that b ∈ ∂T. Then there exists a unique n ∈ N

Geodesic joining n ∋N
to a point b lying in
the boundary of T

T = exp(Q(r))

exp(Qn (r))

b

n

N

Figure 1. Tubular neighbourhood of N

such that b ∈ exp(Qn(r)). It follows from the definition of exp that there exists
a unique X ∈ Qn(r) such that the curve g(t) = exp(tX), t ∈ [0, 1], is a geodesic
joining n to b. It is clear from the construction that g(t) minimizes distance
between b and N . Since the distance between b and N is independent of b ∈ ∂T , it
follows that g(t) minimizes distance between ∂T andN . Necessarily g′(1) ⊥ Tb∂T
(else there would exist a shorter geodesic from N to ∂T). Summarizing, every
geodesic starting at a point of N and perpendicular to N is perpendicular to ∂T
at the first point of intersection.
(2) Proposition 3.4.1 holds if N is a closed submanifold of M with the proviso
that r will now be a smooth strictly positive function on N .
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Corollary 3.4.3. There exists a smooth diffeomorphism ρ : Q → T =
exp(Q(r)) such that

(1) ρ covers the identity map IN of N (ρ is fibre preserving).
(2) ρ|Q(r/2) is the identity map (that is, q ◦ ρ|Q(r/2) = exp.)

Proof. Choose a smooth diffeomorphism Ψ : [0,∞) → [0, r) such that
Ψ(t) = t, 0 ≤ t ≤ r/2. For example, we may take Ψ to be of the form

Ψ(t) =
t

(1 + σ(t)t2)1/2
,

where σ ∈ C∞(R) is chosen so that σ(t) = 0, t ≤ r/2, limt→∞ σ(t) = r−2 and
|σ′(t)| is sufficiently small so that Ψ′(t) > 0, for all t ≥ 0. Define ρ(X) =
Ψ(‖X‖) X

‖X‖ . We leave it to the reader to verify that ρ satisfies all the required

conditions. �

3.4.3. Riemannian G-manifolds. For the rest of the chapter we assume
that G is compact (some of our results hold for proper actions, see [138, 46]).

Definition 3.4.4. A Riemannian G-manifold consists of a smoothG-manifold
M together with a G-invariant Riemannian metric on M .

Lemma 3.4.5. Every G-manifold M may be given the structure of a (complete)
Riemannian G-manifold.

Proof. If ξ is a Riemannian metric on M , then ξ is a smooth section of the
bundle T ?M ⊗ T ?M . If we let ξ? denote the average over G of ξ, then ξ? defines
a G-invariant Riemannian metric on M . Alternatively, let ‖ ‖ : TM → R denote
the norm on TM determined by ξ. Define

‖v‖2
? =

∫

G

‖gv‖2 dg, (v ∈ TM).

Then ‖ ‖? defines a G-invariant norm on TM . Clearly ‖ ‖2
? : TM → R is smooth.

Since ‖ ‖ satisfies the parallelogram law so also does ‖ ‖? and hence ‖ ‖? is
determined by an inner product on TM . Consequently, ‖ ‖? defines a unique
G-invariant Riemannian metric ξ? on M .

If M is compact, (M, ξ?) is necessarily complete. Suppose that M is not
compact. A result of Nomizu and Ozeki [135] shows that (M, ξ?) is conformally
equivalent to a complete Riemannian manifold. That is, there exists a smooth
function f : M → R such that the Riemannian metric f 2ξ? is complete. It follows
easily from the elementary construction used in [135] that we may choose f to
be smooth and G-invariant so that the resulting metric f 2ξ? is G-invariant and
complete. We refer the reader to [135] for details of the construction of f . �

Remark 3.4.6. If M admits a G-equivariant (proper) embedding into a finite
dimensional representation (V,G) then we may pull back the Euclidean metric on
V to give a complete G-invariant metric on M . It follows from the Mostow-Palais
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theorem [130, 137] that there will be such an embedding if (and only if) there
are finitely many isotropy types for the action of G on M . In general, a finite
dimensional noncompact G manifold may have infinitely many isotropy types.

Exercise 3.4.7. Assuming the Mostow-Palais theorem, show that if H is a
closed subgroup of the compact group G, then there exists a finite-dimensional
G-representation which has (H) as an isotropy type. (Hint: G/H)

Let M be a complete Riemannian G-manifold. The exponential map exp :
TM → M is G-equivariant. If N is a closed G-invariant submanifold of M
then the orthogonal complement of TN in TNM is a G-invariant subbundle
q : Q → N of TNM which is isomorphic, as a G-vector bundle, to the normal
bundle TNM/TN of N . All the constructions used in the proof of the tubular
neighbourhood theorem may be done equivariantly so as to obtain an equivariant
version of the tubular neighbourhood theorem (for more details see [26, Chapter
VI]).

Proposition 3.4.8 (Equivariant tubular neighbourhood theorem). Let N be
a compact G-invariant submanifold of M . There exists r > 0 such that exp :
Q → M restricts to a smooth G-equivariant embedding of Q(r) onto a closed
G-invariant neighbourhood T of N in M . The neighbourhood T has smooth G-
invariant boundary ∂T = exp(∂Q(r)).

Furthermore, we may choose a G-equivariant diffeomorphism ρ : Q → Q(r)
covering IN such that ρ|Q(r/2) is the identity map.

As a corollary of proposition 3.4.8 we have Bochner’s linearization theorem.

Theorem 3.4.9. Let M be a G-manifold and p ∈ M be a fixed point for the
action of G (that is Gp = G). Then we may choose local coordinates at p with
respect to which the action of G is linear.

Proof. Give M the structure of a complete Riemannian G-manifold. Apply
proposition 3.4.8 with N = {p}. Then f = q ◦ ρ : TpM → M will be a G-
equivariant diffeomorphism onto a G-invariant open neighbourhood S of p. That
is, gf = fg and so the G-action on S is conjugate via f to the linear G-action
on TpM . �

Corollary 3.4.10. If M is a smooth G-manifold then the fixed point set MG

of the action is a closed G-invariant submanifold of M .

Proof. An immediate consequence of Bochner’s linearization theorem. �

Exercise 3.4.11. Let M be a Riemannian G-manifold. Suppose that φ :
(a, b) → M is a geodesic such that φ(0) ∈ Gx and φ′(0) ⊥ TxGx. Show that
φ′(t) ⊥ Tφ(t)Gφ(t) for all t ∈ (a, b). What can be said about the variation of
isotropy type along a geodesic?
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3.5. The differentiable slice theorem

In this section we apply the equivariant version of the tubular neighbourhood
theorem to prove the existence of slices for smooth G-manifolds, G-compact. We
indicate in the exercises the extension of the slice theorem to proper G-actions.

If H is a closed subgroup of the compact Lie group G and (V,H) is a finite-
dimensional H-representation, then the twisted product G×H V has the natural
structure of a G-vector bundle over G/H (proposition 3.2.6).

Lemma 3.5.1. Let f : X → G/H be a G-equivariant diffeomorphism and
suppose that q̄ : E → X is a G-vector bundle over X. Choose x ∈ X with Gx = H
and suppose that (V,H) is an H-representation. If (q̄−1(x), H) is isomorphic as
an H-representation to (V,H), then q̄ : E → X is isomorphic as a G-vector
bundle to q : V ×H G→ G/H.

Proof. Without loss of generality, we may assume that X = G/H (replace
q̄ : E → X by the push-forward bundle f?q̄ : f?E → G/H). Since we as-
sume (V,H) is isomorphic to (q̄−1(x), H), there exists an H-equivariant linear
isomorphism A : q̄−1(x) → V . Set W = q̄−1(x). Extend A G-equivariantly to
Ā : E → V ×H G by Ā(gw) = gA(w), g ∈ G, w ∈ W . The map Ā is well-
defined since if gw = g′w′, where g, g′ ∈ G, w,w′ ∈ G, then g−1g′ ∈ H and so
gA(w) = g′A(w′) by H-equivariance of A. Since Ā is G-equivariant and restricts
to a linear isomorphism on fibres, it remains only to show that Ā is smooth.
Let ξ : U ⊂ G/H → G be a smooth local section over an open neighbourhood
U of x. The section ξ determines the trivialization φξ : U ×W → q̄−1(U), by
φξ(u,w) = ξ(u)w. Since the local representative Āξ = Āφξ is given explicitly by
Āξ(u,w) = ξ(u)A(w), Ā is smooth. �

Let M be a smooth Riemannian G-manifold. Given x ∈M , set Gx = α, Gx =
H and TxM/Txα = V and note that (V,H) is an H-representation. Let Q denote
the orthogonal complement of Tα in TαM . It follows from proposition 3.4.8 that
there is a smooth G-equivariant embedding χ : Q→ M of Q onto a G-invariant
open neighbourhood of α in M such that χ = exp on a disk neighbourhood of
the zero section of Q. It follows from lemma 3.5.1 that Q is isomorphic as a
G-vector bundle to q : V ×H G → G/H ≈ α. In future, we represent tubular
neighbourhoods of G-orbits α = G/H as embeddings χ : V ×H G → M where
we assume that χ identifies the zero section of V ×H G with α ≈ G/H.

Theorem 3.5.2 (The differentiable slice theorem). Let M be a smooth G-
manifold. For every x ∈M , we can choose a smooth family of slices S = {Sy | y ∈
Gx} satisfying the following properties

(1) Each Sy is a Gy-invariant smooth submanifold of M .
(2) gSx ∩ Sx 6= ∅ if and only if g ∈ Gx.
(3) Sy is Gy-equivariantly diffeomorphic to the representation (TyGx

⊥, Gx).
In particular, Gy acts linearly on Sy if Sy is given the linear structure
induced from TyGx

⊥.
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(4) GSx = ∪y∈GxSy is an open G-invariant neighbourhood of Gx which is
G-equivariantly diffeomorphic to G×Gx Sx.

(5) If N is a G-manifold and f : Sx → N is a smooth Gx-equivariant map,

then f extends uniquely to a smooth G-equivariant map f̃ : GSx → N .

Proof. Set Gx = H, TxGx
⊥ = V . Let χ : V ×H G→M be a G-equivariant

tubular neighbourhood of Gx and define Sy = χ(χ−1(y), for all y ∈ Gy. Prop-
erties (1 – 4) of the family S are immediate. It remains to prove (5). By

lemma 2.10.3, f has a unique G-equivariant extension f̃ to GSx. For the smooth-
ness of f̃ we use a local section of G → G/H. We omit the argument which is
exactly that of the proof of the final part of lemma 3.5.1. �

Corollary 3.5.3. Let M be a smooth G-manifold, x ∈M and Sx be a slice
for the action of G at x. Set Gx = H and suppose that H C G. Then for all
y ∈ Sx, N(Gy)y t Sx.

Proof. Apply Bochner’s linearization theorem to the Gy-manifold N(H)Sx
at x and use the triviality of the Gy-action on N(H)x and S

Gy
x . �

Remark 3.5.4. Let M be a smooth G-manifold, x ∈M and Sx be a slice for
the action of G at x. Set Gx = H. Corollary 3.5.3 implies that for all y ∈ Sy,
(N(Gy) ∩N(H))y = NN(H)(Gy)y t Sx within N(H)Sx.

Exercise 3.5.5. Extend the differentiable slice theorem to proper G-actions.
(Let x ∈ M . Since Gx is compact, we can choose a Gx-invariant inner product
on TxM and write TxM = TxGx ⊕W , where W = TxGx

⊥ is isomorphic to the
Gx-representation on the normal space TxM/TxGx. Since x is a fixed point for
the action of the compact group Gx, we can find a Gx-equivariant diffeomorphism
L mapping TxM onto an open neighbourhood of x ∈ M . Setting f = L|W , f

extends G-equivariantly to a smooth map f̃ of G×Gx L onto a neighbourhood of
Gx. Finally, using the properness of the action, show that one can choose a disk
subbundle D ⊂ L×Gx G so that f̃ |D is a G-equivariant diffeomorphism onto an
open neighbourhood of Gx).

3.6. Equivariant isotopy extension theorem

In chapter 9, we need a version of the equivariant isotopy extension theorem.

Theorem 3.6.1 (cf [26, chapter VI]). Let N be a compact G-invariant m-
dimensional submanifold with smooth boundary of the m-dimensional G-manifold
M . of Let ht : N → M , t ∈ [0, 1] be a smooth family of equivariant embeddings
such that h0 is the inclusion iN : N → M of N in M . Then h1 extends to a
G-equivariant diffeomorphism H1 of M . We may require that H1 = IM outside
of a preassigned open neighbourhood of ∪t∈[0,1]ht(N).

Proof. Reparameterizing the isotopy ht, we may assume that ht is constant,
equal to iN , for t near 0, and constant equal to h1, for t near 1. Extend the isotopy
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G-equivariantly and smoothly to N × R by setting ht = h0, t < 0, and ht = h1,
t > 1. We define a smooth G-equivariant vector field Z on M × R of the form
Z(x, t) = (Y (x, t), 1). If t /∈ [0, 1], we take Y (x, 0) = 0. For (x, t) ∈ ht(N)× [0, 1],
we define Y (ht(x), t) = ∂h

∂t
(x, t). Since ht is independent of t for t near 0 or

1, Y is well defined, smooth and G-equivariant on M × {0} ∪ ∪t∈Rht(N) × {t}.
Since N̄ = ∪t∈[0,1]ht(N) × {t} is a smooth submanifold of M × R with smooth
boundary, we may extend Y smoothly to M ×R and then average over G so that
Y is smooth and G-equivariant. Since N̄ is G-invariant, we do not change the
values of Y on N̄ . We may further require that Y ≡ 0 outside of any preassigned
compact G-invariant neighbourhood of N̄ ∩ (M × [0, 1]). If we let Φt denote the
flow of Z, then Φt(M ×{s}) = M ×{s+ t}, t ∈ R. In particular, if we restrict to
M = M×{0}, we obtain a family Ht : M →M of G-equivariant diffeomorphisms
of M such that H0 = IM and H1|N = h1. �

3.7. Orbit structure for G-manifolds

Let M be a G-manifold, G a compact Lie group. As usual, let O(M,G)
denote the set of isotropy types for the action of G on M . Given x ∈ M , let
ι(x) = (Gx) ∈ O(M,G) denote the isotropy type of x. Let Mτ ⊂ M denote the
set of points of isotropy type τ . If H ∈ τ , let MH denote the fixed point set of
the action of H on M and MH

τ = Mτ ∩MH .

Lemma 3.7.1. Let x ∈ M and Sx be a differentiable slice for the action of G
at x. Then

(a) For all z ∈ Sx, Gy ⊂ Gx with equality if and only if y ∈ SGxx .
(b) If y ∈ GSx then Gy is conjugate to Gz for some z ∈ Sx. In particular,
|O(GSx, G)| is finite and equal to the number of isotropy types for the
(linearized) Gx-action on Sx.

Proof. Both statements follow from the differentiable slice theorem. �

Proposition 3.7.2. Let τ ∈ O(M,G). Then Mτ is a G-invariant submani-
fold of M . If H ∈ τ , then

(1) MH
τ is a closed N(H)-invariant submanifold of Mτ ,

(2) MH is a closed N(H)-invariant submanifold of M , and
(3) MH

τ is an open N(H)-invariant submanifold of MH . The induced free ac-
tion of N(H)/H on MH

τ gives MH
τ the structure of an N(H)/H-principal

bundle over MH
τ /(N(H)/H) ≈Mτ/G.

Proof. Let Sx be a differentiable slice for the action of G at x ∈ Mτ . By
lemma 3.7.1(a), Mτ ∩ Sx = SGxx . Since SGxx is the fixed point set of a linear
action, SGxx is a Gx-invariant submanifold of Sx. Hence, by statement (5) of
the differentiable slice theorem (or directly using a smooth local cross section
of G/Gx), Mτ ∩ GSx = GSGxx is a G-invariant submanifold of M . This proves
that Mτ is a G-invariant submanifold of M . Statement (1) is immediate from



62 3. SMOOTH G-MANIFOLDS

corollary 3.4.10. If y ∈ MH , then by lemma 3.7.1 Gy ⊃ H and so nGyn
−1 ⊃ H,

for all n ∈ N(H). Hence N(H) acts on MH and (2) follows from corollary 3.4.10.
The action of N(H)/H on M/τ

H is free and, by theorem 3.1.14 and remark 3.1.18,
MH

τ is an N(H)/H-principal bundle over MH
τ /(N(H)/H) ≈Mτ/G. �

Example 3.7.3. Let Z2 act on S2 ⊂ R3 by restriction of the linear Z2-
action generated by κ(x, y, z) = (−x,−y, z). The action of Z2 has fixed point
set {(0, 0, 1), (0, 0,−1)}. Let P 2(R) be the real projective plane defined as S2/ ∼
where x ∼ y if and only if x = ±y. The Z2-action on S2 drops to a Z2-action
on P 2(R) since x ∼ y if and only if κx ∼ κy. The fixed point set of the
Z2-action on P 2(R) consists of an isolated point S together with a circle C of
fixed points corresponding to the equator of S2. In this case (TSP

2(R),Z2) is
not isomorphic to (TcP

2(R),Z2), all c ∈ C. This is in sharp contrast to what
happens for representations (V,G) where if (Gx) = (Gy), then we always have
(V,Gx) ∼= (V,Gy) and the connected components of Vτ have the same dimension.
In the next section, we will refine the stratification of (M,G) by isotropy type
to take account of possible variation in the isomorphism type of the isotropy
representations (TxM,Gx).

Proposition 3.7.4. If M is a compact G-manifold or a G-representation,
then O(M,G) is finite.

Proof. We prove by induction on m = dim(M). The result is obvious if
m = 0. Suppose the result has been proved for all compact G-manifolds and
representations of dimension less than m. If M is an m-dimensional orthogonal
representation then the number of isotropy types for the action of G on M is
one more than the number of isotropy types for the induced action of G on the
unit sphere S(M) of M . Since dim(S(M)) = m − 1, it follows by induction
that the number of isotropy types for m-dimensional representations is finite.
Now suppose M is compact. Given x ∈ M , we can choose coordinates on a
differentiable slice Sx at x such that Sx has the structure of a Gx-representation.
Since dim(Sx) ≤ m, it follows that the number of Gx-isotropy types for Sx is
finite and so, by lemma 3.7.1(b), the number of G-isotropy types for the action
of G on GSx is finite. Since M is compact, M can be covered by a finite number
of tubular neighbourhoods of this type and so O(M,G) is finite. �

We define a relation ≺ on O(M,G) by

τ ≺ µ, if M̄τ ∩Mµ 6= ∅.

Lemma 3.7.5. Let τ, µ ∈ O(M,G) and suppose τ ≺ µ. Then there exist
H ∈ τ , J ∈ µ such that H ( J . With the notation of section 2.5

τ ≺ µ =⇒ τ < µ.

If (V,G) is a G-representation then ≺ coincides with the partial order <.
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Proof. For the first statement, take a slice at a point x ∈ M̄τ ∩ Mµ. It
remains to show that if H ∈ τ , J ∈ µ and H ( J then V̄τ ∩ Vµ 6= ∅. Choose
x ∈ V H

τ , y ∈ V H
µ and apply the argument of the proof of proposition 2.9.7(2). �

In general, ≺ does not define a partial order on O(M,G) for G-manifolds.
However, by lemma 3.7.5, ≺ always extends to the partial order < on O(M,G).

Definition 3.7.6. An isotropy type τ is maximal if M̄τ ∩ Mµ = ∅ for all
isotropy types µ 6= τ .

Remark 3.7.7. (1) If τ is maximal then Mτ is a closed G-invariant submani-
fold of M . Every maximal isotropy subgroup (order subgroups of G by inclusion)
defines a maximal isotropy type. If τ is maximal with respect to ≺ then τ may
not be <-maximal.
(2) If (V,G) is a G-representation, then the maximal isotropy type is (G). For
representations, we usually define the maximal isotropy type to be the maximal
isotropy type for the induced action on the unit sphere S(V ). A maximal isotropy
type will then be a maximal proper isotropy subgroup of G.

The situation concerning minimal isotropy types is more satisfactory.

Theorem 3.7.8. Let M be a connected G-manifold (not necessarily compact).
There exists a unique minimal isotropy type Π. We have

(1) MΠ is open and dense in M .
(2) τ > Π for all τ ∈ O(M,G), τ 6= Π.
(3) If H ∈ Π, then G(MH) = M , that is MH intersects every G-orbit.
(4) If dim(Mτ ) < dim(M)− 1, all τ 6= Π, then MΠ is connected.

We call Π the principal isotropy type and MΠ the principal orbit stratum.

Proof. We start by proving (1). Our proof goes by induction on dim(M) =
m. The result is trivial in dimension zero. In the zero-dimensional case the result
is also true if G acts either trivially or transitively on M .

Suppose the result proved in dimensions less than or equal to m−1. Consider
first the case of anm-dimensional orthogonalG-representation (V,G). Restricting
the action of G to the unit sphere S(V ) and applying the inductive hypothesis,
we see that (S(V ), G) has a unique minimal isotropy type Π and that S(V )Π is
open and dense in S(V ) (note the special argument needed in case dim(V ) = 1).
Hence, by linearity, VΠ = R?S(V )Π is open and dense in V and so the result is
true for m-dimensional representations. SupposeM is a connectedm-dimensional
G-manifold. Using the differentiable slice theorem, we may cover M by open sets
Ui diffeomorphic to G ×Hi LiG, where Hi is an isotropy group and (Li, Hi) an
Hi-representation on a normal space. By induction (applied to (Li, Hi)) and
lemma 3.7.1, we see that each G ×Hi Li has a unique minimal isotropy type Πi

and that (Li ×Hi G)Πi
is open and dense in Li ×Hi G. If Ui ∩ Uj 6= ∅, then

Πi = Πj. Hence, since M is connected, there exists a unique minimal isotropy
type Π for the action of G on M and MΠ is open and dense in M .



64 3. SMOOTH G-MANIFOLDS

Since MΠ is dense in M , (2) is immediate by lemma 3.7.5. Let H ∈ Π.
Then MΠ ∩MH = MH

Π is open and dense in MH . Since G is compact and MH

closed, GMH is a closed G-invariant subset of M and is therefore equal to M
since G(MH

Π ) = MΠ is open and dense in M . Hence MH intersects every G-orbit.
Finally, if dim(Mτ ) < dim(M)− 1, all τ 6= Π, then none of the submanifolds

Mτ disconnect M (locally) and so M \ ∪τ 6=ΠMτ = MΠ is connected. �

Remarks 3.7.9. (1) We could have assumed M/G connected in theorem 3.7.8
and dropped the statement on connectedness of MΠ.
(2) If H ∈MΠ, then N(H)-acts on MH . Since H-acts trivially on MH , it follows
that we have an induced smooth action of N(H)/H on MH . The action will be
free on MH

Π . (See also proposition 3.7.2(4).)

Exercise 3.7.10. (1) Let G be finite and M be a connected G-manifold.
Show that if H ∈ Π, then H C G and H acts trivially on M . Deduce that it is
no loss of generality to replace G by G/H and regard the group as acting freely
on MΠ. Does this argument work if G is not finite?
(2) Let G be finite and M be a connected G-manifold. Assume the principal
isotropy is trivial (see (1)) and that G 6= {e}. Prove that dim(MG) ≤ dim(M)−1
with equality only if G = Z2.
(3) Let G be connected and M be a connected G-manifold. Let dim(Gx) = r,
x ∈MΠ. Let Mr ⊃MΠ denote the union of all orbits of dimension r. Show that
dim(M \Mr) ≤ dim(M) − 2 (that is, show that if τ ∈ O(M,G) is the isotropy
group of a G-orbit of dimension less than r, then Mτ is a locally finite union
of connected manifolds of dimension at most dim(M) − 2). Deduce that if all
orbits of top dimension are principal orbits, then MΠ is connected. (In fact the
connectedness of MΠ holds whenever G is connected without any restriction on
orbits of top dimension. However, dim(M \MΠ) may then equal dim(M)− 1.)

3.7.1. Closed filtration of M by isotropy type.

Lemma 3.7.11. Let M be a G-manifold and suppose O(M,G) is finite. There
exists at least one maximal isotropy type.

Proof. By the finiteness of O(M,G) every ascending chain µ1 ≺ µ2 ≺ . . .
must terminate. �

Let O1 be the set of maximal isotropy types. Let O2 ⊂ O(M,G) \ O1 be the
set of isotropy types µ such that if τ � µ then τ is maximal. Observe that, by
definition of ≺, it follows that if µ ∈ O2, then ∂Mµ consists of points of maximal
isotropy type. Continuing inductively, we define Oj ⊂ O(M,G), j = 1, . . . , N ,
so that

(1) If µ ∈ Oj, then ∂Mµ ⊂ ∪i<j ∪τ∈Oi Mτ .
(2) ON = {Π}.

Lemma 3.7.12. For 1 ≤ j ≤ N , define M j = ∪i≤j ∪τ∈Oi Mτ . We have

(1) M j is a closed G-invariant subset of M .
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(2) If j < N , then for all τ ∈ Oj+1, M j ∪Mτ is a closed G-invariant subset
of M .

(3) If τ, µ ∈ Oj+1, then M̄τ ∩ M̄µ ⊂M j.

Exercise 3.7.13. Extend, as far as possible, the results of section 3.7 to
proper G-actions. (Perhaps the main problem is finding conditions on a proper
G-manifold M that guarantee finiteness of O(M,G). Of course, this issue is
circumvented in our statement of lemma 3.7.11.)

3.8. The stratification of M by normal isotropy type

Let M be a smooth G-manifold. Given x ∈ M , let N (x) = (TxN/Gx,Gx)
denote the normal representation at x.

Definition 3.8.1. Points x, y ∈M have the same normal isotropy type if

(1) x, y have the same isotropy type.
(2) There exists z ∈ Gy such Gz = Gx and N (z) is isomorphic as a Gx-

representation to N (x).

Remarks 3.8.2. (1) Without additional assumptions, for example if G is
Abelian, it is not necessarily the case that if z ∈ Gx and Gz = Gx, then N (x) is
isomorphic as a Gx-representation to N (z).
(2) All points in MΠ have the same normal isotropy type.
(3) Although we shall not use the definition here, it is common to require that
x, y have the same normal isotropy type if there exists z ∈ Gy such that N (z)
and N (x) are isomorphic up to a trivial factor (see [155]).

The next lemma is an easy consequence of the differentiable slice theorem.

Lemma 3.8.3. Let τ ∈ O(M,G).

(1) If A is a connected component of Mτ then normal isotropy type is con-
stant on G(A).

(2) If A,B are connected components of Mτ with the same normal isotropy
type, then dim(A) = dim(B).

Let O?(M,G) denote the set of normal isotropy types for the G-manifold M .
If τ ∈ O?(M,G), we let ι(τ) ∈ O(M,G) denote the associated isotropy type. Let
Mτ ⊂ M denote the set of points in M with normal isotropy type τ . Obviously
Mτ ⊂ Mι(τ). We let d(τ) denote the dimension of Mτ – this is well-defined by
lemma 3.8.3

Lemma 3.8.4. If O(M,G) is finite so is O?(M,G).

Proof. For all d ≥ 1, a compact Lie group H has only finitely many isomor-
phism classes of representations of degree less than or equal to d. Hence, since M
is finite dimensional, it follows that for each τ ∈ O(M,G), there are only finitely
many associated normal isotropy types. �
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Proposition 3.8.5. Suppose that O(M,G) is finite. Then normal isotropy
type partitions M into finitely many G-invariant manifolds.

(1) For each τ ∈ O?(M,G), the dimension d(τ) of the connected components
of Mτ is constant.

(2) If τ 6= η ∈ O?(M,G) and ι(τ) = ι(η), then M̄τ ∩ M̄η = ∅.
(3) If τ 6= η ∈ O?(M,G) and τ � η (that is, M̄η∩Mτ 6= ∅), then d(τ) > d(η).
(4) If d(τ) = dim(M), then ι(τ) = Π and Mτ = MΠ.

Proof. Statement (3) follows from the differentiable slice theorem; the re-
maining statements follow from the preceding discussion and lemmas. �

We refer to S = {Mτ | τ ∈ O?(M,G)} as the stratification of M by normal
isotropy type. Before giving our main result about S, we need to review the
theory of stratified sets.

3.9. Stratified sets

Let X be a subset of the differential manifold M . A stratification S =
{Xα | α ∈ I} of X consists of a locally finite partition of X into connected
submanifolds Xα. That is,

X = ∪α∈IXα,

where each Xα is a connected submanifold of M and we can find a neighbourhood
U of every point x ∈M which meets only finitely many Xα. We refer to the sets
Xα as strata. In what follows, we will sometimes weaken the requirement that
the strata are connected but we always insist that Xα consists of submanifolds
all of the same dimension. We set dim(Xα) = dα.

Definition 3.9.1. The stratification S of X ⊂ M satisfies the frontier con-
dition if

∂Xα ⊂ ∪dβ<dαXβ.

Example 3.9.2. The stratification of a G-manifold by normal isotropy type
satisfies the frontier condition (proposition 3.8.5(3)).

The frontier condition already imposes rather strong conditions on a stratifica-
tion. It follows from the frontier condition that the higher dimensional strata are
in some sense attached to the lower dimensional strata. If we are given a smooth
map f : N →M such that f is transverse to a stratum Xα, then it is natural to
require conditions on S that imply that (A) if ∂Xβ ⊃ Xα then f is transverse to
Xβ near Xα, and (B) that transversality and the local intersection f−1(X) near
Xα are preserved under sufficiently smooth perturbations of f . Whitney [177]
formulated two conditions (a) and (b) on a stratification that imply properties
(A) and (B). These conditions are now known as the Whitney regularity condi-
tions (a) and (b). We give a brief description of these conditions here. For a
more detailed introduction to stratification theory, we refer the reader either to
Mather’s original article [119] or to the lecture notes by Gibson et al. [77]. We
discuss in greater detail some of the issues raised here in chapter 6.
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Definition 3.9.3 (Whitney’s condition (a)). Suppose that Xα, Xβ ∈ S are
disjoint strata and that X̄β ∩ Xα 6= ∅. The pair (Xα, Xβ) satisfies Whitney’s
condition (a) if given x ∈ X̄β ∩ Xα and a sequence (yi) ⊂ Xβ such that the
sequence of tangent spaces (TyiXβ) converges to a linear subspace E ⊂ TxM , we
have L ⊃ TxXα.

Remark 3.9.4. Condition (a) implies that TyXβ is close to TxXα when y is
close to x. It is not surprising therefore that if f : N → M is transverse to Xα

at x then f will be transverse to Xβ near x.

Definition 3.9.5 (Whitney’s condition (b)). Suppose that Xα, Xβ ∈ S are
disjoint strata and that X̄β ∩ Xα 6= ∅. The pair (Xα, Xβ) satisfies Whitney’s
condition (b) if given x ∈ X̄β ∩Xα, a local coordinate system at x, and sequences
(yi) ⊂ Xβ, yi → x, (xi) ⊂ Xα, xi → x such that the line joining yi to xi converges
to a line ` ⊂ TxM and the sequence of tangent spaces (TyiXβ) converges to a
linear subspace E ⊂ TxM , then E ⊃ `.

Remarks 3.9.6. (1) A stratification is Whitney regular if it satisfies condi-
tions (a) and (b).
(2) Condition (b) is much stronger than (a). In figure 2 we show a stratification
of a surface S that satisfies (a) but not (b). The surface S is defined by the equa-
tion y2− t2x2−x3 = 0. As one-dimensional stratum S1 we have taken the t-axis.
The two dimensional strata are then the four connected components S1

2 , . . . , S
4
2

of S \ S1. It is easy to see that (a)-regularity holds for (S1, S
i
2), i = 1, . . . , 4, and

that (b)-regularity holds for (S1, S
i
2), i = 3.4. However (b)-regularity fails for

(S1, S
i
2), i = 1, 2 at the origin. Although (b)-regularity fails for this example, the

topological type of the intersection of X with transversals to X through the origin
is constant. This is a characteristic property of points satisfying (a)-regularity
(see [109, 172]).

Exercise 3.9.7. (1) Show that Whitney’s condition (b) implies condition (a).
(2) Find a stratification of the surface of figure 2 that satisfies condition (b).
(3) Show that ({(0, 0)}, {e−r(cos r, sin r) | r > 0}) does not satisfy (b)-regularity.
Does it satisfy (a)-regularity?

We use the following lemma in the next section. The proof follows easily from
the definition of Whitney regularity.

Lemma 3.9.8. Let S = {Sα | α ∈ Λ} be a Whitney regular stratification of the
subset X of the differential manifold M . Then for all k ≥ 1, S = {Sα×Rk | α ∈
Λ} is a Whitney regular stratification of X × Rk ⊂M × Rk.

3.9.1. Transversality to a Whitney stratification.

Definition 3.9.9. Let M,N be smooth manifolds. Let X be a closed subset
of N and suppose that X has Whitney regular stratification S. A smooth map
f : M → N is transversetransversality to stratification to S at x ∈ M if either
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Figure 2. A stratification satisfying condition (a) but not (b)

f(x) /∈ X or f(x) ∈ Sα ∈ S and f is transverse to the submanifold Sα of N at
x (that is, Tf(x)Sα + TxfTxM = Tf(x)N .) If f is transverse to S at all points
x ∈ M , we say f is transverse to S. We write this f tS X (or just f t X when
the stratification is implicit from the context).

The next lemma follows (easily) from Whitney (a)-regularity.

Lemma 3.9.10. Let M,N be smooth manifolds and X be a Whitney stratified
closed subset of N . If f : M → N is transverse to S at x ∈ M , then we can
choose an open neighbourhood U of x in M such that f : M → N is transverse
to S for all y ∈ U .

Proposition 3.9.11 (Mather [119, Corollary 8.8]). Let M,N be smooth man-
ifolds and let S be a Whitney stratification of the closed subset X ⊂ N . Suppose
that f t X. Then f ?(S) = {f−1(Sα) | Sα ∈ S} is a Whitney stratification of
f−1(X).

Theorem 3.9.12 (Thom-Mather transversality theorems for stratified sets).
Let M,N be smooth manifolds and let S be a Whitney stratification of the closed
subset X ⊂ N .

(1) (Density) The set of smooth maps f : M → N satisfying f t X is dense
in C∞(M,N) (in the C∞ or Whitney C∞-topology).

(2) (Openness) If M is compact, then the set of smooth maps f : M → N
satisfying f t X is open in C∞(M,N) (in the C2-topology).
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(3) (Isotopy theorem) If M is compact and f : M × [0, 1]→ N , is a smooth
family of maps such that ft t X, t ∈ [0, 1], then there exists a (contin-
uous) isotopy F : M × [0, 1] → M of homeomorphisms of M such that

Ft(f
−1
t (X)) = f−1

0 (X), t ∈ [0, 1].

Proof. The proof may be found in [119, 77]. We remark that density and
openness follow easily using standard results from transversality theory. The
isotopy theorem is harder and, in particular, we cannot require that the isotopy
is C1 let alone smooth. �

3.9.2. Regularity of the stratification by normal isotropy type.

Proposition 3.9.13. Let M be a smooth G-manifold. Then the stratification
of M by normal isotropy type is Whitney regular.

Proof. Let x ∈ M . Suppose dim(Gx) = k and Sx be a smooth slice at x.
Using a local section of G over G/Gx, we see that the induced orbit stratification
on GU is locally diffeomorphic to the product of Rk with the stratification of Sx by
Gx-isotropy type. Hence, by lemma 3.9.8, it is enough to verify that if (W,H) is
an H-representation, H compact, then (WH ,Wτ ) satisfies the Whitney regularity
conditions for τ ∈ O(W,H), τ 6= (H). Another application of lemma 3.9.8 allows
us to restrict to representations (W,H) for which WH = {0}. Let (ui) ⊂ Wτ be
a sequence such that ui → 0 and TuiWτ → L. Set vi = ui/‖ui‖ and let S(W )
denote the unit sphere of W . Noting that λWτ = Wτ , for all λ ∈ R?, we see that

vi → v ∈ S(W ),

TuiWτ = TviWτ = Tvi(S(W ) ∩Wτ )⊕ Rvi,
→ L ∩ TvS(W )⊕ Rv.

Hence L ⊃ Rv and Whitney’s condition (b) is satisfied. �

Exercise 3.9.14 (Stratumwise transversality). Let M,N be G-manifolds and
P be a G-invariant submanifold of N . Show that for every H ∈ τ ∈ O(M,G),

T (H) = {f ∈ C∞G (M,N) | f |MH t PH (within NH)}

is a residual subset of C∞G (M,N). Deduce that the set T = ∩HT (H) of maps
which are stratumwise transverse to P form a residual subset of C∞G (M,N). Even
if M and P are compact, T will not usually be open, see chapter 6.

Exercise 3.9.15. Generalize our results on stratifications of G-manifolds to
proper Lie group actions. What problems arise when we consider stratifications
and transversality (in particular the isotopy theorem)?
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3.10. Invariant Riemannian metrics on a compact Lie group

We conclude this chapter with some more results about compact Lie groups
and homogeneous spaces. This work will be useful when we study relative equi-
libria for equivariant vector fields and maps.

Let G be a compact Lie group. We define composition on G×G by

(a, b)(c, d) = (ac, bada−1), (a, b, c, d ∈ G).

If we set Gc = G×{eG} and Gr = {eG}×G, then Gr CG×G and G×G is the
semidirect product Gc nGr. We define a smooth action of G×G on G by

(g, k)γ = gγg−1k−1, ((g, k) ∈ G×G, γ ∈ G).

If we restrict this action to the subgroups Gc = G × {eG} and Gr = {eG} × G
we recover the actions by conjugation and right multiplication translation. If we
restrict to the subgroup Gl = {(g, g−1) | g ∈ G} ∼= G, we obtain the action of G
on G by left translation.

3.10.1. The adjoint representations. Since Gce = e, the isotropy group
(G × G)e = Gc. The associated isotropy representation of G = Gc on TeG = g
is the adjoint representation of G and is denoted by Ad : G → GL(g). If we
define the homomorphism c : G→ Aut(G) by c(g)(h) = ghg−1, then the adjoint
representation is given by

Ad(g)(X) = Tec(g)(X), (g ∈ G,X ∈ g).

The adjoint representation is trivial if G is Abelian.

Remarks 3.10.1. (1) Since the Lie algebra of GL(g) is L(g, g), we recover
the adjoint Lie algebra representation ad : g → L(g, g) defined in chapter 1 by
taking ad(X) = TeAd(X), X ∈ g.
(2) Since exp : g→ G is natural – lemma 1.5.13(4), exp : g→ G is Gc-equivariant.
That is, if g ∈ G, η ∈ g, then

g exp(η)g−1 = exp(Ad(g)(η)).

In the next section we reprove this result by viewing exp as the exponential map
of a Gc-invariant Riemannian metric.

3.10.2. The exponential map. Let ξ be a G × G-invariant Riemannian
metric on G. In order to construct ξ it suffices to choose an inner product on g
which is invariant with respect to the adjoint representation of G (average over
G) and then extend to all tangent spaces of G by left translation. Alternatively,
any Riemannian metric for G can be averaged over G×G. Since G is compact,
ξ is a complete Riemannian metric and so geodesics are infinitely extendable and
connect all points of G.

It follows by Gl-invariance that if γ : R → G is a geodesic then so is gγ, all
g ∈ G. Let d denote the associated metric on G. The G × G-invariance of ξ
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implies that for all g, g′, h, k ∈ G we have

d(ghg′, gkg′) = d(h, k).

It follows that we can choose a base U of (disk) neighbourhoods for e ∈ G such
that gUg−1 = U , all g ∈ G, U ∈ U .

For each X ∈ g, there exists a unique geodesic γX : R → G such that
γ′X(0) = X. (If X = 0, then γX ≡ e.) It follows from the parallelizability of
G (example 1.5.8 and [18, Chapter 6]) that γ′X(t) = γX(t)X ∈ TγX(t)X, for all
t ∈ R. That is, geodesics are given by the integral curves of the left-invariant
vector fields on G (section 1.5.2). Hence the exponential map exp : g→ G defined
by

exp(X) = γX(1), X ∈ g,

coincides with the exponential map of G defined in chapter 1. (This is a general
fact about the exponential map of a Lie group [18, 6.3.2].)

Applying our results for the exponential map of a Riemannian G-manifold,
we see that exp : g → G is G-equivariant with respect to the adjoint action of
G on g and the action by conjugation on G (cf remarks 3.10.1(2)). Further, we
may choose r > 0 so that exp maps the open r-disk neighbourhood D(r) of 0 ∈ g
diffeomorphically onto an open neighbourhood U of the identity e ∈ G where
gUg−1 = U , for all g ∈ G.

3.10.3. Closed subgroups of a Lie group. Let H be a closed subgroup of
G. Since H is an N(H)×H-invariant submanifold of G, TH and THG→ H are
N(H)×H-vector bundles over H. In particular, the normal bundle THG/TH →
H has the structure of an N(H)×H-vector bundle over H.

Lemma 3.10.2. Let G be a compact Lie group with G×G-invariant Riemann-
ian metric. Suppose that H is a closed subgroup of G and let q : Q→ T ⊂ G be
an N(H)×H-invariant tubular neighbourhood of H in G. Set Se = q(Qe). If we
define χ : T→ Se by χ(g) = Se∩gH, then χ is a well-defined smooth submersion
satisfying

(1) For all g ∈ T, gH = χ(g)H.
(2) χ|Se is the identity map.
(3) χ is N(H)-equivariant: χ(ngn−1) = nχ(g)n−1, n ∈ N(H), g ∈ T.
(4) If K is a closed subgroup of H, then χ(g) ∈ CG(K) for all g ∈ N(K)∩T.

In particular, if n ∈ T ∩N(H), then χ(n) ∈ CG(H).

Proof. The G×G-invariant Riemannian metric on G restricts to an N(H)×
H-invariant metric on Q = THG/TH. Let q : Q → T ⊂ G be an N(H) × H-
invariant tubular neighbourhood of H in G. Since q : Q → T ⊂ G is an H-
equivariant embedding, where H acts by left translations, q(Qe) ∩ q(Qh) = ∅, all
h ∈ H, h 6= e. Hence for all V ∈ Q, the H-orbit of g = q(V ) meets Se = q(Qe) in
exactly one point, χ(g). By construction, gH = χ(g)H. Since q is an embedding,
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each coset gH meets Se transversally. Hence, χ : T→ Se is a smooth submersion.
Statement (2) is trivial. Suppose that n ∈ N(H), g ∈ T. Then

χ(ngn−1)H = ngn−1H = ngHn−1 = nχ(g)Hn−1 = nχ(g)n−1H.

It follows from the N(H)-invariance of Se that nχ(g)n−1 ∈ Se and so χ(ngn−1) =
nχ(g)n−1, proving (3). Finally suppose g ∈ N(K) ∩T, k ∈ K. Since K ⊂ H ⊂
N(H), it follows from (3) that χ(kgk−1) = kχ(g)k−1. But kgk−1 = gk′ for some
k′ ∈ K since g ∈ N(K). Now χ(gk′) = χ(g) and so χ(g) = χ(kgk−1) = kχ(g)k−1,
all k ∈ K. Hence χ(g) ∈ CG(K). �

Corollary 3.10.3. Let H be a closed subgroup of G. Then

(1) N(H)0 = H0 · CG(H)0.
(2) (N(H)/H)0 = N(H)0/H0 ≈ CG(H)0/Z(H)0.

Proof. Since the identity component of a Lie group is generated by any
open neighbourhood of the identity, lemma 3.10.2(4) implies that every element of
N(H)0 may be written hc, where h ∈ H0, c ∈ CG(H)0, proving (1). Statement (2)
follows since N(H)0/H0 embeds as a connected open subgroup of N(H)/H. �

Remark 3.10.4. In terms of Lie algebras, we have n(h) = h+c(h) and CG(H)
is transverse to H at e ∈ G within N(H). Note also that c(h), n(h) are invariant
under the adjoint action of H on g. Another way of viewing lemma 3.10.2 is
to note that if g ∈ T then d(χ(g), e) = d(gH,H) = d(gH, e). If follows by
H × H-invariance that d(hχ(g)h−1, e) = d(hgH,H), h ∈ H. Now d(hgH,H) =
d(χ(hg), e) and so, by uniqueness of the point in hgH ∩Se closest to H, we must
have χ(hg) = hχ(g)h−1. If particular, if g ∈ N(H), so that χ(hg) = χ(g), we
have χ(g) ∈ CG(H).

Exercise 3.10.5. Prove a version of lemma 3.10.2, in particular statement
(4), that applies when we only assume H is compact. (For statement (3), replace
N(H) by H.)

As a straightforward corollary of lemma 3.10.2 we have the following improved
result on the existence of local sections.

Lemma 3.10.6. Let H be a closed subgroup of the compact Lie group G.
Let N(H) act smoothly on G/H by g[H] → ng[H]n−1 = ngn−1[H]. Given
an open neighbourhood V of [H] ∈ G/H, we may choose an N(H)-invariant
open neighbourhood U ⊂ V of [H] and smooth N(H)-equivariant local section
σ : U ⊂ G/H → G of the quotient map p : G→ G/H.

We call a local N(H)-equivariant section of G→ G/H an admissible section.

Exercise 3.10.7. Let σ : U ⊂ G/H → G be an admissible local section. Let
K be a closed subgroup of H and suppose g ∈ N(K), g[H] ∈ U . Show that
σ(g[H]) ∈ CG(K).
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Lemma 3.10.8. Let M be a G-manifold and α ⊂M be a G-orbit. Suppose that
Sx is a differentiable slice at x ∈ α, set Gx = H, and let σ : U ⊂ G/H → G be
an admissible local section. Define ρσ : Sx × U → σ(U)(Sx) by ρσ(y, u) = σ(u)y.

(1) ρσ is an H-equivariant diffeomorphism of Sx × U onto the open H-
invariant subset σ(U)(Sx) of M .

(2) For all y ∈ Sx, Tyσ(U)y is a Gy-invariant subspace of TyM .
(3) If u = g[H] ∈ U , g ∈ N(Gy), then ρσ(y, u) ∈ CG(Gy)y.

Proof. Since Sx is a slice and σ is a section, ρσ is a diffeomorphism of Sx×U
onto the open set σ(U)(Sx). Since σ is admissible, we have σ(hu) = hσ(u)h−1

for all h ∈ H and this gives the H-invariance statements of (1). For (2) we use
the H-equivariance of ρσ together with Gy ⊂ H for all y ∈ Sx. Finally (3) is a
consequence of exercise 3.10.7. �

Remark 3.10.9. If y ∈ Sx, then C(Gx) ⊂ C(Gy) and so the corollary implies
that CG(Gy)0y t Sx within N(H)Sx. See also corollary 3.5.3 and remark 3.5.4.





CHAPTER 4

Equivariant Bifurcation Theory: Steady State Bifurcation

4.1. Introduction and preliminaries

In this chapter we start our investigation of bifurcation of the trivial solution
of one-parameter families of G-equivariant vector fields defined on a non-trivial
irreducible representation (V,G). We assume throughout that G is finite and
(V,G) is an absolutely irreducible orthogonal representation. In particular, V is
equipped with a G-invariant positive definite inner product ( , ) with associated
norm ‖ ‖. We denote the unit sphere of V by S(V ).

If U is an open G-invariant subset of V , let C∞G (U, V ) denote the space of
smooth G-equivariant vector fields on U . Give C∞G (U, V ) the C∞-topology –
uniform convergence of a function and all its derivatives on compact subsets of U
(see section 2.10.1). A base of open subsets for C∞G (U, V ) consists of all subsets
N (X,K, r, ε) = {Y ∈ C∞G (U, V ) | ‖X − Y ‖Kr < ε}, where X ∈ C∞G (U, V ), r ∈ N,
ε > 0, K is a compact subset of U , and ‖X−Y ‖Kr is the Cr supremum (uniform)
norm of X − Y on K. The space C∞G (U, V ) is a Fréchet space if we define for

r ≥ 0 the seminorm qr on C∞G (U, V ) by qr(f) = ‖f‖K(r)
r , where (K(r)) is an

increasing sequence of compact subsets of U with ∪rK(r) = U .
We recall some general facts about zeros of smooth vector fields. Let z be a

zero of the smooth vector field X.

(1) z is a simple zero if DX(z) is non-singular.
(2) z is a hyperbolic zero if DX(z) has no eigenvalues with real part zero,

If z is a hyperbolic zero of the vector field X, we define ind(X, z) ∈ N to be
the number of eigenvalues of DX(z) with strictly negative real part (counting
multiplicities).

The next result is a standard application of the implicit function theorem.

Lemma 4.1.1. Let U be a G-invariant open subset of V . Suppose that X ∈
C∞G (U, V ) has a simple zero z ∈ U . Let K be a compact neighbourhood of z in
U . Then we may choose an open neighbourhood U(z) ⊂ U of z and ε > 0 such
that if Y ∈ N (X,K, 1, ε), then

(1) Y has a unique simple zero η(Y ) ∈ U(z).
(2) η : N (X,K, 1, ε) → U(z) is continuous with respect to the seminorm
‖X − Y ‖K1 .

If z is a hyperbolic zero of X, then we may choose U(z), ε so that η(Y ) is
hyperbolic and ind(Y, η(Y )) = ind(X, z), for all Y ∈ N (X,K, 1, ε).

75
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4.1.1. Normalized families. Let G act on V ×R by g(v, λ) = (gv, λ). Let
V = V(V,G) = C∞G (V × R, V ) denote the vector space of smooth G-equivariant
maps from V × R to V . If X ∈ V, we define the 1-parameter family {Xλ}λ∈R of
smooth G-equivariant vector fields on V by Xλ(v) = X(v, λ), λ ∈ R. We give
V the C∞-topology (uniform convergence of a function and all its derivatives on
compact subsets of V × R). Subsets of V are given the induced topology.

Let X ∈ V. Since (V,G) is a non-trivial irreducible representation, V G =
{0} and so (proposition 2.10.4(2)) Xλ(0) = X(0, λ) = 0, for all λ ∈ R. We
refer to this set of zeros of X as the trivial branch of zeros of X. We study
zeros of X that bifurcate off the trivial branch of zeros as we vary λ. Since
DXλ(0) ∈ LG(V, V ) and (V,G) is absolutely irreducible, DXλ(0) = σX(λ)IV ,
where σX(λ) = det(DXλ(0)) ∈ R and σX ∈ C∞(R). If σX(λ) 6= 0, we can choose
an open neighbourhood U of (0, λ) in V × R so that the only zeros of X|U are
trivial zeros (lemma 4.1.1). Consequently, we only obtain non-trivial zeros near
(0, λ) if σX(λ) = 0 (that is, if DXλ(0) is singular). We call points (0, λ) (or just
λ) where σX(λ) = 0 bifurcation points.

We shall assume thatX satisfies the generic condition σ′X(λ0) 6= 0 at a bifurca-
tion point (0, λ0). (This condition is equivalent to requiring that σX is transverse
to 0 ∈ R – an open and dense condition on maps in C∞(R).) Without loss of
generality, we may take λ0 = 0. Using the inverse function theorem, we may
reparameterize the λ-variable and assume that σX(λ) = λ for λ near 0 (note the
orientation reversal if σ′X(λ0) < 0). Since we shall only be interested in solutions
of X = 0 near (0, 0), it is no loss of generality to assume that σX(λ) = λ, for all
λ ∈ R. For the remainder of the chapter we shall restrict attention to the closed
affine linear subspace V0 ⊂ V consisting of normalized families defined by

V0 = V0(V,G) = {X ∈ V | σX(λ) = λ, λ ∈ R}.
If X ∈ V0, then we may write

(4.1) Xλ(v) = σX(λ)v +Qλ(v),

where Qλ(v) = O(‖v‖2), uniformly for λ in compact subsets of R. The origin
(0, 0) is a bifurcation point of X and is the only bifurcation point on the λ-axis.

Our aim in this chapter is to study the germ of X−1(0) at (0, 0) for generic
X ∈ V0 (we give a precise definition of ‘generic’ later). We establish results that
give detailed information on the local zero sets for many representations (V,G).
As part of this investigation we need to spend time developing careful and precise
definitions of solution branches and what we call the ‘branching pattern’.

4.2. Solution branches and the branching pattern

Definition 4.2.1. Let X ∈ V0. A solution branch of X (more precisely, a
solution branch of X = 0 at (0, 0)) is a C1-embedding γ = (x, λ) : [0, δ]→ V ×R
such that γ(0) = (0, 0) and X(γ(s)) = 0, s ∈ [0, δ]. A solution curve of X is a
C1-embedding γ : [−δ, δ]→ V × R such that γ|[0,±δ] are solution branches.
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We define c± : [0,∞)→ V ×R by c±(s) = (0,±s). Then c± parameterize the
trivial solution branches. We say a solution branch γ = (x, λ) of X is non-trivial
if x(s) 6= 0, for all s > 0.

Lemma 4.2.2. Let γ = (x, λ) : [0, δ]→ V ×R be a non-trivial solution branch
for X ∈ V0. Then the direction of branching d(γ) = x′(0)/‖x′(0)‖ ∈ V is well
defined and independent of the parameterization.

Proof. Since X ∈ V0 we may write

(4.2) X(x, λ) = λx + F (x, λ),

where ‖F (x, λ)‖ = O(‖x‖2). Since γ is an embedding, either λ′(0) 6= 0 or x′(0) 6=
0. It suffices to prove that x′(0) 6= 0. Substituting x = x(s), λ = λ(s) in (4.2)
and dividing by ‖x(s)‖, we find that

|λ(s)| = ‖F (x(s), λ(s))‖/‖x(s)‖ = O(‖x(s)‖), s 6= 0.

If x′(0) = 0 then ‖x(s)‖ = o(s) and so |λ(s)| = o(s) and λ′(0) = 0, contradicting
the fact that γ is a C1- embedding. Therefore x′(0) 6= 0. �

Remarks 4.2.3. (1) The isotropy type of d(γ) is greater than or equal to
that of the isotropy type of the branch.
(2) Suppose γ = (x, λ) : [0, δ]→ V ×R is a non-trivial solution branch. It follows
from lemma 4.2.2 that we may write x(s) = r(s)u(s), where r : [0, δ]→ R+ and
u : [0, δ] → S(V ) ⊂ V are continuous and r is strictly monotone increasing on
some interval [0, δ′] ⊂ [0, δ].

Two solution branches are equivalent if locally they only differ by a re-
parameterization. If γ is a solution branch, let [γ] denote the equivalence class of
γ. Let Σ(X) be the set of all equivalence classes of non-trivial solution branches
of X. We call Σ(X) the branching pattern of X. Since X is equivariant, γ is a
solution branch if and only if gγ is a solution branch for all g ∈ G. Hence Σ(X)
has the structure of a G-set. We emphasize that [c±] /∈ Σ(X).

The solution branch γ = (x, λ) is a forward or supercritical branch if the R-
component λ of γ is strictly positive on some interval (0, δ′). We similarly define
backward or subcritical branches. Both forward and backward depend only on the
equivalence class of the solution branch. If γ (or [γ]) is a forward (respectively,
backward) solution branch, we set sgn([γ]) = +1 (respectively, sgn([γ]) = −1).

A solution branch γ : [0, δ] → V × R is a branch of simple zeros if x(s) is a
simple zero of Xλ(s) for all s ∈ (0, δ].

Exercise 4.2.4. (1) Show that if λ ≡ 0, then γ is not a branch of simple
zeros.
(2) Show that if γ is a branch of simple zeros, then γ is either a forward or
backward branch.

For a branch of simple zeros, isotropy is constant along the branch. This
important result is a consequence of the following general lemma.
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Lemma 4.2.5. Let S be locally compact, connected and Hausdorff space. If
F : S → C∞G (V, V ) and γ : S → V are continuous maps such that for every
s ∈ S, γ(s) is a simple zero of F (s), then Gγ(s) is constant on S.

Proof. Given s ∈ S, set z = γ(s) and X = F (s). Since S is connected, it
suffices to find an open neighbourhood N of s such that if t ∈ N , then Gγ(t) = Gz.
Let C be a compact neighbourhood of s in S and K be a compact neighbour-
hood of γ(C) in V . By lemma 4.1.1, we can choose an open Gz-invariant disk
neighbourhood U(z) of z in V and ε > 0 such that for all Y ∈ N (X,K, 1, ε), Y
has a unique simple zero η(Y ) ∈ U(z). Since F is continuous we can choose a
neighbourhood N ⊂ C of s such that F (t) ∈ N (X,K, 1, ε), γ(t) ∈ U(z) for all
t ∈ N . Taking the radius of U(z) smaller if necessary, we may assume that U(z)
is a slice for the action of G at z. Suppose that t ∈ N . Since U(z) is a slice,
Gγ(t) ⊂ Gz. If g ∈ Gz, then γ(t) and gγ(t) are zeros of the equivariant vector
field F (t) lying in U(z) = gU(z). But since F (t) has a unique zero in U(z),
gγ(t) = γ(t). Hence Gz = Gγ(t). �

Remark 4.2.6. Let γ be a non-trivial branch of simple zeros and set Gγ(t) =
H, t 6= 0. Since γ is non-trivial, γ has a well-defined direction of branching
d(γ) ∈ S(V ). Clearly, H ⊃ Gd(γ). Although equality holds for most of the
examples we consider later in this chapter, equality fails in general.

A solution branch γ is a branch of hyperbolic zeros if we can find δ′ > 0 such
that x(s) is a hyperbolic zero of Xλ(s) for all s ∈ (0, δ′). If γ (or [γ]) is a branch
of hyperbolic zeros, we let ind([γ]) denote the dimension of the stable manifold
of a hyperbolic zero on γ – the index of γ.
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Figure 1. Pitchfork bifurcation: Z2-symmetry

Example 4.2.7. Let G = Z2 act on V = R as multiplication by ±1. Define
Xλ ∈ C∞Z2

(V, V ) by Xλ(v) = λv+av3, where a ∈ R?. Non-trivial solution branches
of hyperbolic zeros are given by γ±(s) = (−as2, s), s ∈ [0,∞). If a = +1, we
obtain a pair of subcritical branches of index 0; if a = −1, we obtain a pair of
supercritical branches of index 1. See figure 1.
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We consider the following branching conditions on a family X ∈ V0.

Condition B1

There exists a finite set γ1, . . . γr+2 of solution branches, with images C1, . . . Cr+2

(Cj = image(γj)), such that the following conditions hold:

(1) Σ(X) = {[γ1], ..., [γr]} and [γr+1] = [c+], [γr+2] = [c−].
(2) If i 6= j, then Ci ∩ Cj = {(0, 0)}.
(3) There is a neighbourhood N of (0, 0) in V × R such that

X−1(0) ∩N = ∪r+2
j=1Cj.

Condition B2

Every [γ] ∈ Σ(X) is a branch of hyperbolic zeros.

Condition B3

Every [γ] ∈ Σ(X) is either a forward or backward solution.

Condition B4

Every [γ] ∈ Σ(X) is is a branch of simple zeros.

Remarks 4.2.8. (1) If X satisfies B1, the branches γ1, . . . , γr are automati-
cally non-trivial (since Ci ∩ Cr+1, Cr+2 = ∅, i ≤ r).
(2) If X satisfies B1,2,3, the sign function, sgn : Σ(X) → {±1}, and the index
function, ind : Σ(X)→ N, are G-invariant integer valued functions on the finite
G-set Σ(X). In this case we say that Σ?(X) = (Σ(X), sgn, ind) is the signed
indexed branching pattern of X. We have an obvious notion of isomorphism for
signed indexed branching patterns.
(3) Exercise 4.2.4(2) implies that if X ∈ V0 satisfies B1 and B4, then the sign
function, sgn : Σ(X)→ {±1} is well-defined. Under these assumptions on X, we
call (Σ(X), sgn) the signed branching pattern of X.

4.2.1. Stability of branching patterns.

Definition 4.2.9. Let X ∈ V0.

(W) X is weakly stable and X has a stable branching pattern if
(a) X satisfies the branching condition B1.
(b) There exists an open neighbourhood U of X in V0 (C∞-topology),

such that all Y ∈ U satisfy the branching condition B1 and the
isomorphism class of Σ(Y ) is constant on U .

(S) X is stable and X has a stable indexed branching pattern if
(a) X satisfies the branching conditions B1-B3.
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(b) There exists an open neighbourhood U of X in V0 (C∞-topology),
such that all Y ∈ U satisfy the branching conditions B1-B3 and the
isomorphism class of Σ?(Y ) is constant on U .

We let S = S(V,G) (respectively, Sw = Sw(V,G)) denote the open subsets
of V0 consisting of stable (respectively, weakly stable) families. We prove in
chapter 7 that S,Sw are dense subsets of V0 (C∞-topology). We also show that
the branching pattern Σ(X), regarded as the germ of a set in V × R, depends
continuously on X ∈ Sw. The proofs of these genericity and stability theorems are
quite technical and depend on ideas from equivariant transversality. However, for
the examples discussed in this chapter, the proof of genericity of stable branching
patterns is elementary.

Exercise 4.2.10 (Pitchfork bifurcation, see example 4.2.7). Let Z2 act on
V = R as multiplication by ±1. Show that S(V,Z2) is the set of X ∈ V0(V,Z2)

such that ∂3X
∂v3 (0, 0) 6= 0. (Note we automatically have ∂2X

∂v∂λ
(0, 0) = 1 6= 0.)

If X ∈ S, then the signed indexed branching pattern Σ?(X) contains all of
the essential qualitative information on the germ of X−1(0) at (0, 0). Roughly
speaking, the main aim of steady state equivariant bifurcation theory is to provide
a classification and description of all possible (isomorphism classes of) signed
indexed branching patterns for elements X ∈ S. We carry out this program for
a number of representations (V,G) including the standard representations of the
symmetric, alternating and hyperoctahedral groups.

4.3. Symmetry breaking – the MISC

The branching pattern has the structure of a G-set. The next lemma makes
precise the connection between the isotropy of elements in the branching pattern
and isotropy of points on the associated solution branches.

Lemma 4.3.1. Let X ∈ V0 and suppose that γ = (x, λ) : [0, δ] → V × R is a
branch of simple zeros for X. Then

(1) Gx(s) is constant on (0, δ].
(2) Gx(s) = G[γ], for all s ∈ (0, δ].

Proof. Statement (1) follows from lemma 4.2.5. If H denotes the common
value of Gγ(s), then H ⊂ G[γ]. Write x(s) = r(s)u(s), s ∈ [0, δ′], where u(s) ∈
S(V ), r is strictly monotone increasing on [0, δ′] and δ′ ∈ (0, δ] (remark 4.2.3). If
g ∈ G[γ], then gx(s) = x(s), since otherwise the curve x would meet the sphere of
radius r(s) in more than one point, contradicting the monotonicity of r. Hence
g ∈ H and so H ⊃ G[γ]. �

4.3.1. Symmetry breaking isotropy types.

Definition 4.3.2. An isotropy type τ ∈ O(V,G) is proper if τ 6= (G). Let
O?(V,G) denote the set of proper isotropy types.
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Definition 4.3.3. Let X ∈ V0. An isotropy type τ is symmetry breaking for
X if τ is proper and for every open neighbourhood U of (0, 0) in V × R, there
exists (x, λ) in U ∩X−1(0) such that (Gx) = τ .

Lemma 4.3.4. Suppose X ∈ V0 satisfies the branching conditions B1 and B4.
A proper isotropy type τ is symmetry breaking for X if and only if there exists
α ∈ Σ(f) such that (Gα) = τ .

The lemma follows immediately from B1 and lemma 4.3.1.

Definition 4.3.5. An isotropy type τ is symmetry breaking (respectively,
generically symmetry breaking) if τ is proper and there exists a non-empty open
subset U of V0 (respectively, a dense open subset U of V0) such that τ is symmetry
breaking for all X ∈ U .

Definition 4.3.6. Let F be a nonempty subset of O(V,G). Then F is an
admissible family of symmetry breaking isotropy types if there exists X ∈ S(V,G)
such that F = { (Gα) | α ∈ Σ(f) }.

Remarks 4.3.7. (1) If F is an admissible family of symmetry breaking
isotropy types, then there exists a non-empty open subset U of S(V,G) such
that if X ∈ U , then F = { (Gα) | α ∈ Σ(X) }.
(2) An isotropy type τ is generically symmetry breaking if and only if τ belongs
to every admissible family F .

4.3.2. Maximal isotropy subgroup conjecture.

Definition 4.3.8. An isotropy type τ ∈ O(V,G) is maximal if τ is a maximal
element of the set of proper isotropy types.

Example 4.3.9. If (V,G) is an absolutely irreducible G-representation and
H is an isotropy group such that V H is 1-dimensional, then (H) is a maximal
isotropy type. Indeed, suppose µ > (H). By proposition 2.9.7, ∂V(H) ⊃ Vµ. Since
∂V(H) = G∂(V H \ {0}) = G0 = {0}, Vµ = {0} and so µ = (G).

Lemma 4.3.10 (The equivariant branching lemma [173, 34]). Let (V,G) be
an absolutely irreducible G-representation. Let (H) ∈ O(V,G) be such that V H

is one dimensional. Then (H) is generically symmetry breaking.

Proof. Let X ∈ V0. Since Xλ is tangent to V H for all λ ∈ R, X induces a
family XH

λ of smooth vector fields on V H . For (x, λ) ∈ V H × R, we have

XH(x, λ) = λx+ g(x, λ),

where g(x, λ) = O(x2). Since ∂g
∂x

(0, 0) = g(0, 0) = 0, we may write g(x, λ) =
x2h(x, λ), where h is smooth. Hence the solutions to XH(x, λ) = 0 are given
by λx + x2h(x, λ) = 0. That is, either x = 0 (the trivial solution) or F (x, λ) =
λ+ xh(x, λ) = 0. Now F (0, 0) = 0, ∂F

∂λ
(0, 0) = 1 and so, by the implicit function

theorem, we have the smooth local solution curve λ = ψ(x) to F = 0 defined
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on some neighbourhood of 0 ∈ V H . Note that λ = ψ(x) defines two branches of
solutions according to the definition of solution branch given earlier. The map
s 7→ (s, ψ(s)) is a smooth, certainly C1, embedding. �

Suppose that G is a (maximal) isotropy type. For the examples which were
studied in the early stages of equivariant bifurcation theory, it was noticed that
the symmetry breaking isotropy types were precisely the maximal isotropy types.
It was suggested (see for example [79]) that this phenomenon might hold gen-
erally. In terms of symmetry breaking isotropy types, the resulting Maximal
Isotropy Subgroup Conjecture can be formulated as follows:

Maximal Isotropy Subgroup Conjecture (MISC)

(1) Every symmetry breaking isotropy type is maximal.
(2) Every maximal isotropy type is generically symmetry breaking.

Eventually we shall show that both parts of the conjecture are false. Some-
what paradoxically, our verification that part (1) fails will start by proving that
the conjecture holds for two infinite families of representations given by finite
reflection groups. The analysis of these families, as well as related representa-
tions, will occupy most of the remainder of the chapter. However, before we start
work on these families, we need a few more preliminaries on determinacy and
polynomial invariants and equivariants.

4.4. Determinacy

We continue to assume that (V,G) is a finite dimensional absolutely irre-
ducible orthogonal representation of the finite group G. To avoid the discussion
of trivial special cases, we assume that dim(V ) ≥ 2.

4.4.1. Polynomial maps. Let P (V ) denote the R-algebra of real-valued
polynomial functions on V and let P (V, V ) be the P (V )-module of all polynomial
maps of V into V . We have

P (V ) = ⊕k≥0P
k(V ) and P (V, V ) = ⊕k≥0P

k(V, V ),

where P k(V ) (respectively, P k(V, V )) is the space of homogeneous polynomials
(respectively, homogeneous polynomial maps) of degree k. For m ∈ N, set

P (m)(V ) = ⊕0≤k≤mP
k(V ) and P (m)(V, V ) = ⊕0≤k≤mP

k(V, V ).

We let P (V )G be the R-subalgebra of P (V ) consisting of all G-invariant poly-
nomials and PG(V, V ) be the P (V )G-module of G-equivariant polynomial maps.
We have

P (V )G = ⊕k≥0P
k(V )G and PG(V, V ) = ⊕k≥0P

k
G(V, V ).

We set P (V, V )0 = ⊕k≥2P
k(V, V ) and, for m ≥ 2, define P (m)(V, V )0, PG(V, V )0

and P
(m)
G (V, V )0.
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A polynomial map R : V → V is radial if R = hIV for some h ∈ P (V ). We
let R(V, V ) = ⊕k≥0R

k(V, V ) be the graded linear subspace of P (V, V ) consisting
of radial polynomial maps. Define RG(V, V ), Rk

G(V, V ), R(V, V )0 similarly.
Since G is finite and dim(S(V ) ≥ 1, G cannot act transitively on S(V ).

Hence PG(V, V ) 6= RG(V, V ). Let d(V,G) denote the smallest integer d such that
P d
G(V, V ) is not contained in Rd

G(V, V ). Since (V,G) is an absolutely irreducible
representation, d(V,G) ≥ 2. We call d(V,G) the critical degree of (V,G).

Examples 4.4.1. (1) Any polynomial in ‖x‖2 is G-invariant. Thus ‖x‖2n is
an invariant, n ∈ N. If p : R → R is a polynomial, then R(v) = p(‖v‖2)v is a
radial G-equivariant polynomial map.
(2) Take the standard action of Dn on R2 ≈ C, n ≥ 3. The R-algebra P (C)Dn

is generated by |z|2 and Re(zn). The P (C)Dn-module PDn(C,C) has generators
z 7→ z and z 7→ z̄n−1. In particular, given P ∈ PDn(C,C), there exist unique real
polynomials R(x, y), S(x, y) such that

P (z) = R(|z|2,Re(zn))z + S(|z|2,Re(zn))z̄n−1.

The proof of this result is an elementary computation (details may be found
in [84, Chapter XII, §4]). Both the uniqueness and the fact that the number of
generators is equal to the dimension of the underlying space are quite atypical.
Generally, one can expect many generators for the algebra of invariants and that
these generators are algebraically dependent (see the following exercise).

Exercise 4.4.2. (1) Find the minimal number of generators for the R-algebra
P (Rn)Z2 , n ≥ 1. Find relations between the generators.
(2) Show that if f ∈ P (V )G, then grad(f) ∈ PG(V, V ). (The gradient vector field
of f is characterized by (grad(f)(v), X) = DF (v)(X), v,X ∈ V .)
(3) Find generators for P (C)Zn, PZn(C,C), standard action of Zn, n > 2.
(4) Show that R2

G(V, V ) = {0} if V G = {0}.

4.4.2. Finite determinacy. Suppose X ∈ V0 and d ∈ N. We let Jd(X) =

jd1X(0, 0) = jdX0(0) ∈ P (d)
G (V, V )0 denote the d-jet of X0 at 0 ∈ V . (The linear

term of Jd(X) vanishes as X ∈ V0. For background on jets see section 6.2.1 and
note that we identify jd1X(0, 0) with the Taylor polynomial of X0 of order d at
the origin.)

Definition 4.4.3. Let d ≥ 2. We say that (V,G) is d-determined (or, more
precisely, that G-equivariant bifurcation problems on V are d-determined) if there

exists a dense open subset R(d) of P
(d)
G (V, V )0 such that if X ∈ V0 and Jd(X) ∈

R(d), then X is stable (that is, X ∈ S(V,G), if Jd(X) ∈ R(d)).

Remark 4.4.4. Using equivariant transversality, we show later that there
exists d ≥ d(V,G) such that (V,G) is d-determined. In this chapter, we prove
this result for certain families of representations using elementary techniques.
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We may also give a definition of weak determinacy which takes account of the
branching pattern but ignores stabilities and the direction of branching.

Definition 4.4.5. Let d ≥ 2. We say that (V,G) is weakly d-determined if

there exists a dense open subset Rw(d) of P
(d)
G (V, V )0 such that X ∈ V0 is weakly

stable whenever Jd(X) ∈ Rw(d) (that is, X ∈ Sw(V,G) if Jd(X) ∈ Rw(d)).

Suppose that (V,G) is d-determined and let R(d) be as in Definition 4.4.3.

Given S ∈ P (d)
G (V, V )0, let JS ∈ V0 be defined by

(4.3) JS(x, λ) = λx+ S(x), ((x, λ) ∈ V × R).

Lemma 4.4.6. Let X ∈ V0.

(1) If Jd(X) ∈ R(d), then X is stable and Σ?(X) is isomorphic to Σ?(JS),
where S = J3(X).

(2) If X is stable, then the signed indexed branching pattern Σ?(X) is iso-
morphic to Σ?(JS) for some S ∈ R(d).

Proof. Statement (1) is just the definition of R(d). Suppose that X ∈
S(V,G). Either Jd(X) ∈ R(d) and we may take S = Jd(X) or Jd(X) /∈ R(d).
In the latter case, since X is stable, there exists an open neighbourhood W of

Jd(X) in P
(d)
G (V, V )0 such that for all S ∈W ∩R(d), X and JS have isomorphic

signed indexed branching patterns. This proves (2). �

4.5. The hyperoctahedral family

In this section we analyse equivariant bifurcation problems for the hyperocta-
hedral groups Hk (also known as the Weyl groups of type Bk). For these groups
we only need to deal with cubic equivariants and the computations are very easy.

4.5.1. The representations (Rk, Hk). For k ≥ 2, we let Hk be the sub-
group of O(k) consisting of all maps A of the form

A(x1, . . . , xk) = (±xσ(1), . . . ,±xσ(k)), ((x1, . . . , xk) ∈ Rk) ,
where σ belongs to the symmetric group Sk. Thus Hk is the group of all signed
permutation matrices and |Hk| = 2kk!. We may represent Hk as the semi-direct
product ∆k o Sk, where the symmetric group Sk is identified with the group
of k × k permutation matrices, and the normal subgroup ∆ = ∆k is the group
of all diagonal k × k matrices with diagonal entries ±1. Let πk : Hk → Sk
denote the surjective homomorphism corresponding to the semi-direct product
decomposition Hk = ∆k o Sk. The group Hk is a finite reflection group – it is
generated by reflections.

Example 4.5.1. The groupH3 is the full symmetry group of the 3-dimensional
cube (or octahedron). It is often denoted by Oh. The action of H3 on R3 has
three maximal isotropy types (D4), (D2), and (D3) corresponding respectively
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(H3)

(D4) (D3) (D2 )

(Z d
2 ) (Z h

2 )

(I)

Figure 2. Isotropy types for (H3,R3)

to axes joining mid-points of opposite faces, mid-points of opposite edges, and
opposite vertices.

There are also two types of reflection plane: coordinate planes defined by
xi = 0, i = 1, 2, 3, and ‘diagonal’ planes defined by xi = xj, 1 ≤ i < j ≤
3. Coordinate planes contains axes with isotropy type (D4) and (D2) but not
(D3). Diagonal planes contain representatives of each type of axis. For example
the plane P112 = {(s, s, t) | s, t ∈ R} contains the axes R(1, 1, 0), R(0, 0, 1) and
R(1, 1, 1). Although generic points on both types of plane have isotropy groups
isomorphic to Z2, the isotropy groups are not conjugate subgroups of H3 and they
define different isotropy types. We denote the isotropy type of generic points on
coordinate planes xi = 0 by (Zh2) and on diagonal planes by (Zd2). In figure 2, we
show the order relations between the different isotropy types. We write τ → µ if
τ > µ and there does not exist η such that τ > η > µ.

We need a description of all the axes of symmetry of (Rk, Hk), k ≥ 2. To
this end, let E denote the set of all non-zero vectors ε = (ε1, . . . , εk) ∈ Rk such
that each εi ∈ { 0,+1,−1 }. Given ε ∈ E , define the strictly positive integer

|ε| by |ε| =
∑k

i=1 |εi|. We call |ε| the type of ε. If type(ε) = s, we may write
ε =

∑s
i=1 δieji , where {e1, . . . , ek} is the standard basis of Rk, δi ∈ {−1,+1} and

1 ≤ j1 < . . . < js ≤ k. For future reference, we define

εj =

j
∑

i=1

ei, 1 ≤ j ≤ k.
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The axes of symmetry for Hk are the lines Lε = Rε, ε ∈ E . Write E =
•
∪
k

j=1 Ej,
where Ej = {ε | |ε| = j}. The set E has the structure of an Hk-set and Hk acts
transitively on each Ej. Non-zero points on Lε have isotropy group isomorphic to
Sj×Hk−j, where j = |ε|. It follows that (Rk, Hk) has exactly k maximal isotropy
types: (Hk−1), (S2 ×Hk−2), . . . , (Sk).

4.5.2. Invariants and equivariants for Hk. Define the elementary sym-
metric functions {σi} by σi =

∑

1≤`1<...<`i≤k x`1 . . . x`i , 1 ≤ i ≤ k. It is a ba-

sic result of classical invariant theory that every p ∈ P (Rk)Sk can be written
uniquely as a polynomial in the elementary symmetric functions. That is, the
elementary symmetric functions form a basis for the R-algebra P (Rk)Sk . If we

define σ?i =
∑k

j=1 x
i
j, 1 ≤ i ≤ k, then it is straightforward to verify that each

σi can be written (uniquely) as a polynomial in σ?1, . . . , σ
?
i , 1 ≤ i ≤ k. Hence

σ?1, . . . , σ
?
k also define a basis for P (Rk)Sk .

Let ψi = 1
i
grad(σ?i ), 1 ≤ i ≤ k. It follows from classical invariant theory

that ψ1, . . . , ψk define a basis for the P (Rk)Sk-module of Sk-equivariant maps
PSk(Rk,Rk). That is, for all Q ∈ PSk(Rk,Rk), there exists unique qi ∈ P (Rk)Sk
such that

Q(x) =
k
∑

i=1

qi(x)ψi(x), (x ∈ Rk).

For 1 ≤ i ≤ k, define ηi ∈ P (Rk), φi ∈ P (Rk,Rk) by

ηi(x1, . . . , xk) =
k
∑

j=1

x2i
j ,

φi(x1, . . . , xk) = (x2i−1
1 , . . . , x2i−1

k ) =
1

2i
grad(ηi)(x1, . . . , xk).

Clearly, ηi ∈ P (Rk)Hk and φi ∈ PHk(Rk,Rk).

Lemma 4.5.2. (1) Every p ∈ P (Rk)Hk may be written uniquely as a poly-
nomial in η1, . . . , ηk. (η1, . . . , ηk is a basis for the R-algebra P (Rk)Hk .)

(2) Every Q ∈ PHk(Rk,Rk) may be written uniquely in the form

Q =
k
∑

j=1

qjφj,

where qj ∈ P (Rk)Hk , 1 ≤ j ≤ k.

Proof. Let p ∈ P (Rk)Hk . Since ∆k ⊂ Hk, there exists a unique P ∈ P (Rk)
such that p(x1, . . . , xk) = P (x2

1, . . . , x
2
k). Since Sk ⊂ Hk, p must be a symmetric

function of (x1, . . . , xk) and so P is symmetric in x2
1, . . . , x

2
k. Hence we may write

P uniquely as Q(η1, . . . , ηk), where Q ∈ P (Rk), proving (1). The proof of (2) is
similar, using the corresponding result for Sk-equivariant polynomial maps. �
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Remark 4.5.3. Lemma 4.5.2 implies that P 2d
Hk

(Rk,Rk) = {0}, d ≥ 1.

4.5.3. Cubic equivariants for Hk. We eventually show thatHk-equivariant
bifurcation problems are 3-determined. We assume this for the present and con-
sider cubic Hk-equivariant normalized families on Rk. By lemma 4.5.2, the vector
space P 3

Hk
(Rk,Rk) is two dimensional with basis R,C where

R(x) = ||x||2x,
C(x) = (x3

1, . . . , x
3
k), (x = (x1, . . . , xk) ∈ Rk).

Since R is radial and C is not radial d(Rk, Hk) = 3. We call C is the basic cubic
equivariant for (Rk, Hk).

If X ∈ V0, then there exist unique a, b ∈ R such that

J3(X) = aR + bC ∈ P 3
Hk

(Rk,Rk).

4.5.4. Bifurcation for cubic families. We consider families in V0 of the
form

Xa,b(x, λ) = λx+ aR + bC,

where a, b ∈ R. Note that Xa,b = grad(Q), where

Q(x) = λ
1

2
‖x‖2 +

a

4
‖x‖4 +

b

4
(

4
∑

i=1

x4
i ).

Proposition 4.5.4. Let j ∈ {1, . . . , k}. If b, ja + b 6= 0, then associated to
every ε ∈ Ej, there exists a curve γε of hyperbolic solutions for Xa,b = 0 along
Lε.

(1) If b > 0, and ja+ b > 0, then ind(γε) = j − 1 and sgn(γε) = −1.
(2) If b > 0, and ja+ b < 0, then ind(γε) = j and sgn(γε) = 1.
(3) If b < 0, and ja+ b > 0, then ind(γε) = k − j and sgn(γε) = −1.
(4) If b < 0, and ja+ b < 0, then ind(γε) = k − j + 1 and sgn(γε) = 1.

In particular, if ja + b, b 6= 0, 0 ≤ j ≤ k, there are a total of 3n − 1 solution
branches of Xa,b = 0. Each branch will have maximal isotropy type, be hyperbolic
and either supercritical or subcritical. Aside from the trivial solution curve, there
will be no other solutions to Xa,b = 0.

Proof. Statements (1–4) follow from a straightforward, if lengthy, compu-
tation which we leave to the reader (see [57] for details). The assertions about
the number and type of solutions are easy computations. �

Corollary 4.5.5. Suppose that ja + b, b 6= 0, 0 ≤ j ≤ k, and let ε ∈ E.
Then γε is is a branch of hyperbolic attractors or repellors only if ε ∈ E1 ∪Ek. In
particular, if ε ∈ Ej, j 6= 1, k, then γε is always a branch of hyperbolic saddles.

Remark 4.5.6. Since Xa,b is a gradient vector field, Xa,b has no recurrent tra-
jectories such as limit cycles. Proposition 4.5.4 and corollary 4.5.5 give a complete
qualitative picture of the (global) dynamics before and after the bifurcation.
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4.5.5. Subgroups of Hk. We consider subgroups G of Hk satisfying the
conditions

(IR) (Rk, G) is absolutely irreducible.
(C) P 2

G(Rk,Rk) = {0}.

Remark 4.5.7. A sufficient condition for (C) to hold is that −I ∈ G. This
condition is definitely not necessary.

Lemma 4.5.8. Let G be a subgroup of Hk and set πk(G) = Γ ⊂ Sk. Then
(Rk, G) is absolutely irreducible if and only if the following two conditions hold.

(1) Γ is a transitive subgroup of Sk,
(2) For every j with 1 < j ≤ k, there exists g ∈ G and δ = ±1 such that

ge1 = δe1 and gej = −δej.

Proof. It is clear that if Rk is absolutely irreducible, then Γ is a tran-
sitive subgroup of Sk. Assume that Γ is a transitive subgroup of Sk. Let
H = {g ∈ G | ge1 = ±e1}. Since Γ is transitive on {1, . . . , k}, Rk is the in-
duced G-representation IndGH(Re1) (∼= ⊕σ∈G/HσRe1). The result now follows
from the Mackey criterion for irreducibility [158], [169, Exercise 6, page 44]. �

Remark 4.5.9. For the examples we consider it will usually be easy to verify
conditions (IR,C) directly.

Examples 4.5.10. (1) If G is a subgroup of Hk, let G′ = {g ∈ G | det(g) =
1}. If k ≥ 3, (Rk, H ′k) and (Rk,∆′k o Sk) are absolutely irreducible. Neither
representation admits any non-trivial quadratic equivariants. Both statements
are easy to verify directly without recourse to lemma 4.5.8.
(2) Let G be any transitive subgroup of Sk. Then (Rk,∆koG) satisfies conditions
(IR) and (C) for k ≥ 3. If k ≥ 4, (Rk,∆′k oG) satisfies conditions (IR) and (C).
These statements are easy to verify by direct computation. Note that (R3,∆′3 o
Z3) does not satisfy condition (C) (it does satisfy (IR)).

Theorem 4.5.11. Suppose that G is a subgroup of Hk and that (Rk, G) sat-
isfies conditions (IR), (C).

(1) (Rk, G) is 3-determined.
(2) For every ε ∈ E, (Gε) is a symmetry breaking isotropy type.
(3) If H is a subgroup of G and (Rk, H) satisfies conditions (IR), (C) then
S(Rk, G) ⊂ S(Rk, H).

We give the proof of this result in section 4.8. For the remainder of this sec-
tion, we show how theorem 4.5.11 yields many counterexamples to the Maximal
Isotropy Subgroup Conjecture.

Example 4.5.12. Let G = ∆′k o Sk. If ε ∈ Ek−1, then (Gε) is a submaximal
symmetry breaking isotropy type for (Rk, G), k ≥ 4. To see this, observe that
if k ≥ 4, G acts transitively on Ek−1. Hence, by theorem 4.5.11(2), it suffices



4.5. THE HYPEROCTAHEDRAL FAMILY 89

to check that the isotropy group of ε = (1, 1, . . . , 1, 0) is submaximal. Let P =
{(x, x, . . . , x, y) | x, y ∈ R}. The plane P contains the three lines R(1, . . . , 1,±1)
and Rek which are axes of symmetry for G. Non-zero points on these lines have
maximal isotropy. On the other hand, ε has the same isotropy group Sk−1 as any
point (x, x, . . . , x, y) ∈ P not lying on these lines. Hence, by proposition 2.9.7, Gε
is submaximal. Alternatively, it is easy to check directly that Gε is a subgroup of
Gek . We may also show that (Gε) is generically symmetry breaking (see also [70]).

For k ≥ 4, G = ∆′k o Sk is a finite reflection group (the Weyl group of type
Dk).

Exercise 4.5.13. Let G = ∆′koSk. Show that if k ≥ 4 and ε ∈ Ej, j 6= k−1,
then Gε is a maximal isotropy subgroup.

Example 4.5.14 (A counterexample to the MISC in dimension 3). Suppose
that G = ∆3 o Z3 ⊂ H3. Clearly (R3, G) satisfies conditions (C,IR) so theo-
rem 4.5.11 applies. Let ε2 = (1, 1, 0) and ε1 = (1, 0, 0). One checks easily that
Gε2 = {diag(1, 1,±1)} ⊂ ∆3 and Gε1 = {diag(1,±1,±1)}, so that Gε2 is prop-
erly contained in Gε1 . Hence (Gε2) is a submaximal symmetry breaking isotropy
type. This is the only example in R3 for which the MISC fails.

Examples 4.5.15 (Examples for which the trivial isotropy type is symmetry
breaking). (1) Let G = Zko∆′k ⊂ Hk, k ≥ 4. Then G satisfies conditions (IR,C).
The isotropy type (Gεk−1

) is symmetry breaking. We find that Gεk−1
= {1} and so

the trivial isotropy type ({1}) is symmetry breaking for (Rk, G). Now let k = 4.
Then the isotropy subgroup Gε2 is of order two. It is clear that Gε2 is properly
contained in Gε1 . Thus (Gε2) is another submaximal symmetry breaking isotropy
type. Let ε = (1, 0, 1, 0). Then ε is of type 2. The isotropy subgroup Gε is of
order four and one can check that it is a maximal isotropy subgroup. Thus ε2

and ε are of the same type, but in one case the isotropy subgroup is submaximal
and in the other case it is maximal.
(2) Let K < S4 be the Abelian 2-group: K = {1, (12)(34), (13)(24), (14)(23)}.
Set G = ∆′4 o K ⊂ H4. Then G satisfies conditions (IR,C) so that (Gε) is a
symmetry breaking isotropy type for every ε ∈ E . One checks that Gε3 = {1},
so again the trivial isotropy type is symmetry breaking.

Example 4.5.16 (A branch of sinks with submaximal isotropy). We consider
a slightly more complicated version of examples 4.5.15(1). Let k = 4, and set
G = {g ∈ ∆4 o Z4 | det(g) = 1}. Then (R4, G) satisfies conditions (IR,C). Let
κ = (1, 0, 1, 0). Then {ε1, . . . , ε4,κ} is a set of representatives for the orbits of G
on E . Let Gj = Gεj , j ∈ 4, and G5 = Gκ. Then {(G1), . . . , (G5)} is an admissible
family of symmetry breaking isotropy types for (R4, G). Some easy calculations
show that : (a) G1

∼= Z2
2; (b) G2 ⊂ G1 and G2

∼= Z2; (c) G3 = {1}; (d) G4
∼= Z2;

and (e) G4 ⊂ G5 and G5
∼= Z2

2. Thus (G2), (G3), and (G4) are submaximal
symmetry breaking isotropy types. It is not difficult to show that (G1) and (G5)
are maximal isotropy types. Since ε4 is of type 4, it follows from proposition 4.5.4
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and theorem 4.5.11(3) that there exists X ∈ S(R4, G) and β ∈ Σ(X) such that
β is of maximal index 4 and Gβ = G4. Thus we obtain a stable solution branch
of sinks with submaximal isotropy type.

4.5.6. Some subgroups of the symmetric group. We recall that a sub-
group Γ of the symmetric group Sk is doubly transitive if for all ordered pairs
(i, j), (p, q) of elements of k = {1, . . . , k} such that i 6= j and p 6= q, there exists
σ ∈ Γ such that σ(i) = p and σ(j) = q. One can similarly define r-transitive
subgroups of Sk for every r ≤ k. The symmetric group Sk is r-transitive for every
r ≤ k. The alternating group Ak is r-transitive for r ≤ k − 2.

Let F = Fq be a finite field with q elements. Recall that Aff1(F) is the group of
automorphisms of the affine line F and consists of all bijections σ of F which are
of the form σ(x) = ax+ b, a, b ∈ F, a 6= 0. If we identify Aff1(F) with a subgroup
of the symmetric group Sq, then Aff1(F) is a doubly transitive subgroup of Sq.
More precisely, Aff1(F) acts simply transitively on the set of all ordered pairs of
distinct elements of F. Let PGL2(F) denote the group of all automorphisms of
the projective line P1(F) (= F ∪ {∞}). Then PGL2(F) can be identified with a
subgroup of the symmetric group Sq+1. It is known from elementary projective
geometry that PGL2(F) acts simply transitively on the set of all ordered triples
of distinct elements of P1(F) [157, 10.6.8].

4.5.7. A big family of counterexamples to the MISC. Let k ≥ 4, Γ
be a transitive subgroup of Sk and let G = ∆k o Γ ⊂ Hk. Then G satisfies
conditions (C,IR). Thus {(Gε) | ε ∈ E} is an admissible family of symmetry
breaking isotropy types. If J is a subset of k, we set ΓJ = {σ ∈ Γ | σ(J) = J}.

Lemma 4.5.17. Let G = ∆koΓ be as above. Then the following two conditions
are equivalent:

(1) For every ε ∈ E, Gε is a maximal isotropy subgroup for (Rk, G).
(2) For every subset J of k, the group ΓJ acts transitively on k \ J .

Proof. (1) ⇒ (2) Assume (2) false and let J be a subset of k such that ΓJ
has at least two orbits on k \ J . We may write k \ J as the disjoint union of
two non-empty subsets, L and K, each of which is stable under the action of ΓJ .
Define elements ε = (ε1, . . . , εk) and δ = (δ1, . . . , δk) of E by: εi = 0 if i ∈ J and
εi = 1 if i /∈ J ; and δi = 0 if i /∈ L and δi = 1 if i ∈ L. It is easy to check that Gε
is a proper subgroup of Gδ.

(2) ⇒ (1) Assume that (2) holds. It will suffice to show that for every ε ∈ E ,
the line Rε is an axis of symmetry for G. Let ε = (ε1, . . . , εk) ∈ E and let
J = {i | εi 6= 0}. Define δ = (δ1, . . . , δk) by: δi = 0 for i /∈ J and δi = 1 for i ∈ J .
It is clear that there exists d ∈ ∆k such that dε = δ, and thus it suffices to show
that Rδ is an axis of symmetry for G. But this follows easily from (2). �

Theorem 4.5.18. Let k ≥ 4, Γ be a transitive subgroup of Sk and G = ∆koΓ.
Assume that Γ is not equal to the symmetric group Sk or the alternating group Ak
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and, if k = 6, that Γ is not conjugate to PGL2(F5). Then there exists ε ∈ E such
that the isotropy subgroup Gε is not a maximal isotropy subgroup. Thus (Gε) is
a submaximal symmetry breaking isotropy type and the MISC fails for (Rk, G).

Proof. Let Γ be a transitive subgroup of Sk which satisfies the following
condition:
(T) For every subset J of k, the stabilizer ΓJ acts transitively on k \ J .

In order to prove the theorem, we must show that Γ is either Sk, Ak or, for
the case k = 6, a conjugate to PGL2(F5). A subgroup Γ of Sk is p-homogeneous
(where 1 ≤ p ≤ k) if Γ acts transitively on the set of p-element subsets of k.
An easy argument by induction on p shows that condition (T) implies that Γ is
p-homogeneous for every p ∈ k. By a theorem of Beaumont and Peterson [9],
this implies that Γ must be one of the following groups: (a) Sk; (b) Ak; (c) k = 5
and Γ is conjugate to Aff1(F5); (d) k = 6 and Γ is conjugate to PGL2(F5); (e)
k = 9 and Γ is conjugate to PSL2(F8); (f) k = 9 and Γ is conjugate to PGL2(F8).
But it follows easily from condition (T) that p divides |Γ| for every p ∈ k. This
rules out A3 and the groups of (c), (e) and (f). On the other hand, the groups
Ak (k ≥ 4), Sk and PGL2(F5) satisfy condition (T). �

Example 4.5.19 (An example where all isotropy types are symmetry break-
ing). Let k = 5 and let G = ∆′5 o Z5. We define vectors κi ∈ E , i ∈ 3, by κ1 =
(1, 0, 1, 0, 0), κ2 = (1, 0, 1, 0, 1), κ3 = (1, 1, 1, 1,−1). Then {ε1, . . . , ε5,κ1,κ2,κ3}
is a set of representatives for the orbits of G on E . Let Gj = Gεj for j ∈ 5 and
let G5+j = Gκj for j ∈ 3. A direct computation shows that (G5) = (G8). By
theorem 4.5.11, the family {(G1), . . . , (G7)} is an admissible family of symme-
try breaking isotropy types. One can check by direct calculation that, for every
x ∈ R5, the isotropy type (Gx) is equal to (Gj) for some j ∈ 7. Thus every
isotropy type for (R5, G) occurs in the admissible family {(Gj)}. In particular,
every isotropy type for (R5, G) is symmetry breaking. By straightforward cal-
culations, we obtain: (a) G1

∼= Z3
2; (b) G2

∼= Z2
2; (c) G3

∼= Z2; (d) G4 = {1};
(e) G5

∼= Z5; (f) G6
∼= Z2

2; and (g) G7
∼= Z2. The isotropy type (G4) is the

trivial isotropy type. We have the following relations between the other isotropy
types: (1) (G2) < (G1) and (G6) < (G1); (2) (G3) < (G2) and (G3) < (G6); (3)
(G7) < (G2) and (G7) < (G6). The isotropy types (G1) and (G5) are maximal
isotropy types and the other isotropy types are submaximal.

4.5.8. Examples where P 3
G(Rk,Rk) = P 3

Hk
(Rk,Rk).

Proposition 4.5.20. Let G ⊂ Hk satisfy conditions (C,IR) and assume that
P 3
Hk

(Rk,Rk) = P 3
G(Rk,Rk). Let X ∈ V0(Rk, G). Define X× ∈ V0(Rk, Hk) by

X×(x, λ) = λx+ J3(X)(x). Then X ∈ S(Rk, G) if and only if X× ∈ S(Rk, Hk).
If X ∈ S(Rk, G), then

(1) The signed indexed branching pattern Σ?(X) is isomorphic (as a G-set)
to Σ?(X×).
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(2) The family {(Gε) | ε ∈ E} is the unique admissible family of symmetry
breaking isotropy types for (Rk, G) and each isotropy type (Gε) (ε ∈ E)
is generically symmetry breaking.

Proof. The result follows from theorem 4.5.11. �
The following lemma gives sufficient conditions for the hypotheses of propo-

sition 4.5.20 to be satisfied.

Lemma 4.5.21. Let Γ be a doubly transitive subgroup of Sk. Assume that
either: (i) k ≥ 4 and G = ∆k o Γ; or (ii) k ≥ 5 and G = ∆′k o Γ. Then G
satisfies conditions (C,IR) and P 3

Hk
(Rk,Rk) = P 3

G(Rk,Rk).

Proof. The proof follows by an easy direct computation of cubic equivari-
ants. We leave the details to the reader. �

Examples 4.5.22. (1) Let G = ∆koAk, k ≥ 4. It follows from lemma 4.5.21
that the hypotheses of proposition 4.5.20 hold. In this case, one can verify that
each isotropy subgroup Gε (ε ∈ E) is maximal and so (Rk, G) satisfies the MISC.
(2) If G = ∆′k o Ak, k ≥ 5, then the conclusions of proposition 4.5.20 hold
and all of the isotropy subgroups Gε (ε ∈ E) are generically symmetry breaking.
However, if ε ∈ Ek−1 then (Gε) is submaximal and G does not satisfy the MISC.
(3) Let Γ denote the subgroup Aff1(F5) of S5. Let G = ∆′5 o Γ ⊂ H5. Then
(R5, G) satisfies the hypotheses of proposition 4.5.20. As representatives for the
G-orbits on E , we may choose ε1, . . . , ε5 and −ε5. Set Gj = Gεj , j ∈ 5. Clearly
G5 = G−ε5 . Thus {(G1), . . . (G5)} is the unique admissible family of symmetry
breaking isotropy types and each of these isotropy types is generically symmetry
breaking. We have: (a)G1

∼= Z3
2oZ4; (b)G2

∼= Z3
2; (c)G3

∼= Z2
2; (d)G4

∼= Z4; and
(e) G5

∼= Z5. The isotropy types (G2), (G3) and (G4) are submaximal isotropy
types. The isotropy types (G1) and (G5) are maximal isotropy types.

One can vary this example by letting Γ be as above and taking H = ∆5 o Γ.
Then (R5, H) satisfies the hypotheses of proposition 4.5.20. In this case ε1, . . . , ε5

is a set of representatives for the orbits of H on E . Let Hi = Hεi , i ∈ 5. Then
{(H1), . . . , (H5)} is the unique admissible family of symmetry breaking isotropy
types. The isotropy subgroup H3 is isomorphic to Z3

2 and (H3) is a submaximal
isotropy type. The other isotropy types (Hi), i ∈ 4, are maximal isotropy types.

One has similar constructions for every finite field Fq. Let Γ = Aff1(Fq) and
G = ∆q o Γ. Then Γ is a doubly transitive subgroup of Sq. If q ≥ 4, (Rq, G)
satisfies the hypotheses of proposition 4.5.20. Thus {(Gε) | ε ∈ E} is the unique
admissible family of symmetry breaking isotropy types and each isotropy type
(Gε), ε ∈ E is generically symmetry breaking. Applying theorem 4.5.18, there
exists ε ∈ E such that the isotropy type (Gε) is a submaximal isotropy type
(which is generically symmetry breaking).

One can also make these constructions using the finite projective groups. Let
q be a prime power and let Γ = PGL2(Fq) ⊂ Sq+1. Let G = ∆q+1 o Γ ⊂ Hq+1.
Then (Rq+1, G) satisfies the hypotheses of proposition 4.5.20. It follows from
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theorem 4.5.18 that if q > 5 there exists ε ∈ E such that (Gε) is a submaximal
isotropy type which is generically symmetry breaking, so that (Rq+1, G) does not
satisfy the MISC. This gives another example (in addition to ∆′oHk ) of a large
subgroup of Hk which does not satisfy the MISC.

4.5.9. Stable solution branches of maximal index and trivial isotropy.
We give an example of a group G ⊂ H8 for which there exists X ∈ S(R8, G)
with a solution branch of maximal index and trivial isotropy. The construc-
tion goes as follows. Let K be as in examples 4.5.15(2). Let G1 denote the
subgroup ∆′4 o K of H4 and G2 = D4. Let ρ1 (respectively, ρ2) denote the
standard representation of G1 (respectively, G2) on R4 (respectively, R2) and
ρ : G1×G2 → GL(R4⊗R2) = GL(8,R) be defined by ρ(g1, g2) = ρ1(g1)⊗ ρ2(g2).
Since ρ1 and ρ2 are absolutely irreducible representations, the representation ρ is
absolutely irreducible [43, §2]. An easy argument shows that G = ρ(G1 ×G2) is
contained in H8. The kernel of ρ is {(1, 1), (−1,−1)} so that G is of order 128.
Let ε = (1, 1, 1, 1, 1, 1, 1,−1). One can show by a straightforward, but lengthy,
calculation that Gε = {1}. Note that ε ∈ E8. It follows from theorem 4.5.11 and
proposition 4.5.4 that there exists X ∈ S(R8, G) and a solution branch γ of X of
maximal index such that the isotropy subgroup G[γ] is trivial.

4.5.10. An example with applications to phase transitions. Thus far,
all our examples have been based on subgroups of Hk which can be represented
as a semidirect product of subgroups of ∆k and Sk. We conclude this section with
an example of a subgroup G of H4 which cannot be so represented. This example
was considered by Jarić [99] in the context of continuous phase transitions.

Let a and b denote the linear maps of R4 defined by

a(x1, x2, x3, x4) = (x1, x4, x2, x3),

b(x1, x2, x3, x4) = (x2, x1,−x3, x4).

We identify a, b with their associated signed permutation matrices. Obviously,
a3 = b2 = I. If we define G = 〈a, b〉 ⊂ H4, then it may be shown that |G| = 48
and (R4, G) is absolutely irreducible. Moreover, G is a non-split extension of S4

by Z2 and is isomorphic to SL(2, 3). In particular, G is not a semidirect product
of subgroups of ∆4 and S4. Set G1 = Gε1 , G2 = Gε3 , G3 = Gε4 and G4 = Gε2 .
It is easy to verify that G1, G2

∼= S3, G2
∼= Z3 and G3

∼= Z2. A straightforward
computation shows that (G1) and (G2) are the maximal isotropy types (note
that G1 and G2 are not conjugate subgroups of G). The non-trivial submaximal
isotropy types are (G3) and (G4). Since ε4 ∈ E4, it follows in the usual way that
there exist X ∈ S(R4, G) and β ∈ Σ(X) such that β is of maximal index 4 and
Gβ = G3. Indeed, we may assume X is a gradient vector field on R4 of degree 3.

4.6. Phase vector field and maps of hyperbolic type

In the next two sections, we develop the tools needed for the proof of the-
orem 4.5.11. The proof involves several steps. In this section, we prove results
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about quadratic and cubic vector fields by relating these vector fields to vector
fields defined on the unit sphere of the representation (the phase vector field).
We introduce the important concept of maps of hyperbolic type which we use to
show that for an open and dense set of quadratic or cubic vector fields, all zeros
of the phase vector field are hyperbolic. In the next section, we take account of
higher order terms in families and prove a stability result that allows us to infer
the branching pattern of a family by looking at the cubic truncation.

4.6.1. Cubic polynomial maps. We follow the notational conventions of
4.4.1. Throughout this section our focus will be on polynomial mappings of
degree two or three with a particular focus on cubic polynomial maps. However,
everything we say can be generalized without difficulty to polynomials of arbitrary
degree and we refer to [72, section 4] for details.

Let V be an (n + 1)-dimensional inner product space with associated norm
‖ ‖. We denote the unit sphere S(V ) of V by Sn.

Lemma 4.6.1. Let h ∈ P (V ) and suppose that grad(h) ∈ R(V, V ). Then h
may be written in the form

h(x) =
∑̀

i=0

ai‖x‖2i,

where a0, . . . , a` ∈ R.

Proof. The result is classical and is proved by noting that if h is homoge-
neous then 0 ∈ R is the only critical value of h (Euler’s theorem) and the level
sets h = c > 0 are spheres. �

Assume that (V,G) is an absolutely irreducible orthogonal representation of
the finite group G. Suppose the critical degree d(V,G) = 2 or 3 and set d(V,G) =
d for the remainder of this section. Note that if d = 3, then P 2

G(V, V ) = {0} (and
so condition (C) is satisfied). Lemma 4.6.1 implies thatR3

G(V, V ) = {a‖x‖2x | a ∈
R}. If Q ∈ P (d)

G (V, V ), we may write Q uniquely in the form

Q = νI + S,

where ν ∈ R and S ∈ P d
G(V, V ).

4.6.2. Phase vector field. Let Q ∈ P d(V, V ). We associate to Q a vector
field PQ on Sn ⊂ V defined by

PQ(u) = Q(u)− (Q(u), u)u, (u ∈ Sn).

We say that PQ is the phase vector field of Q. The phase vector field PQ is the
tangential component of the restriction of Q to Sn.

Remarks 4.6.2. (1) PQ ≡ 0 if and only if Q is radial and so if d = 2 and
Q 6≡ 0, then PQ 6≡ 0.
(2) If Q ∈ P d

G(V, V ), then PQ is a G-equivariant vector field on Sn.
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Let Z(PQ) denote the set of zeros of PQ. The homogeneity of Q implies that
z ∈ Z(PQ) if and only if −z ∈ Z(PQ). By definition of PQ, z ∈ Z(PQ) if and only
if Q(z) = αz for some α ∈ R. It follows from Euler’s theorem that DQ(z)(z) =
dαz. In particular, DQ(z) induces an endomorphism A = Az : V/Rz → V/Rz.
We identify the tangent space E = TzS

n with V/Rz in the obvious manner.

Lemma 4.6.3. Let Q ∈ P d(V, V ). Suppose that z ∈ Sn satisfies Q(z) = αz
for some α ∈ R (so that z ∈ Z(PQ)). Then the linearization TzPQ ∈ L(E,E) of
PQ at z is given by

TzPQ = A− αIE.

In particular, the following conditions are equivalent:

(1) z is a hyperbolic zero of PQ.
(2) No eigenvalue of A has real part α.

Proof. Choose an orthonormal basis {e0, . . . , en} of V with e0 = z and
let {x0, . . . , xn} be the corresponding coordinate system. The proof is now an
exercise in advanced calculus. The matrix of the derivative DQ(e0) is of the form

DQ(e0) =

(

3α ∗
0 A

)

,

where A ∈ Mn(R) can be identified with the endomorphism Az of V/Rz. One
can calculate TzPQ directly in terms of an appropriate coordinate chart for Sn

at e0. An easy computation shows that TzPQ can be identified with the matrix
A− αIn, where In is the n× n identity matrix. �

Remarks 4.6.4. (1) Let the notation be as in lemma 4.6.3 and assume that
α 6= 0. As a consequence of the proof, (2) is equivalent to: (3) No eigenvalue of
DQ(z) has real part α.
(2) Assume that Q = grad(h) for some h ∈ P d+1(V ). Then DQ(z) : V → V is
self-adjoint linear operator, so that all eigenvalues of A are real. Hence if z is a
simple zero of PQ, it is a hyperbolic zero.

4.6.3. Normalized families. Given Q ∈ P d(V, V ), define JQ : V ×R→ V
by JQ(x, λ) = λx+Q(x).

Lemma 4.6.5. Let Q ∈ P d(V, V ) and suppose that z ∈ Z(PQ), Set αz =
(Q(z), z) and define βz : R → R by βz(s) = −αzs2. Then JQ(sz, βz(s)) = 0,
s ∈ R. Conversely, if (x, λ) is a non-trivial zero of JQ, then z = x/‖x‖ ∈ Z(PQ)
and (x, λ) lies on the solution curve s 7→ (sz, βz(s)).

Proof. Computing, we see that for all s ∈ R
JQ(sz, βz(s)) = −αzsdz +Q(sz),

= −αzsdz + sdQ(z),

= −αzsdz + sdαzz, since Q(z) = αzz,

= 0.
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The converse is equally simple. �
For each z ∈ Z(PQ), let γ(z) : [−1, 1]→ V × R be the smooth solution curve

to JQ = 0 defined by γ(z)(s) = (sz, βz(s)), s ∈ [−1, 1]. Let Cz = γ(z)([0, 1]). Then
Cz ∩Cz′ = {(0, 0)} if z 6= z′. Furthermore, we may choose a neighbourhood A of
(0, 0) in V ×R such that the set of non-trivial zeros of JQ in A equals ∪z∈Z(PQ)Cz.

We want conditions on Q, z that imply γ(z) is a curve of hyperbolic zeros. Let
λ = βz(s) = −αzsd−1. An easy calculation gives

(4.4) DJQλ (sz) = sd−1(DQ(z)− αzIV ).

Lemma 4.6.6. The following conditions are equivalent:

(1) γ(z) is a curve of hyperbolic zeros.
(2) No eigenvalue of DQ(z) has real part αz
(3) αz 6= 0 and z is a hyperbolic zero of PQ.

Proof. The equivalence of (1) and (2) follows from (4.4). The equivalence
of (2) and (3) follows from (4.4) and lemma 4.6.3. �

Definition 4.6.7. Let Q ∈ P d(V, V ) and u ∈ Sn. We define α(Q, u) ∈ R by
α(Q, u) = (Q(u), u).

The following proposition is an easy consequence of lemma 4.6.6.

Proposition 4.6.8. Let z ∈ Z(PQ) and assume that α(Q, z) 6= 0. Let the
solution curve γ(z) of JQ be defined as above. Let γz = γ(z)|[0, 1].

(1) If α(Q, z) < 0 (respectively, α(Q, z) > 0), then γz is a supercritical
(respectively, subcritical) solution branch.

(2) If z is a hyperbolic zero of PQ, then γ(z) is a curve of hyperbolic zeros of
JQ and we have
(a) ind(PQ, z) = ind(Az − (Q(z), z)I), where Az is as in lemma 4.6.3

and I is the identity map of V/Rz.
(b) ind([γz]) = ind(PQ, z)+1, if α(Q, z) < 0, and ind([γz]) = ind(PQ, z),

if α(Q, z) > 0.

Let z ∈ Z(PQ) and suppose α(Q, z) 6= 0. We define sgnQ(z) = ±1 by

sgnQ(z) = −sgn(α(Q, z)) (= −α(S, z))/|α(Q, z)|).

It follows from proposition 4.6.8 that sgnQ(z) = sgn([γz]). If z is a hyperbolic
zero of PQ, then we set indQ(z) = ind([γz]). Note that indQ(z) can be computed
directly from DQ(z) and α(Q, z).

4.6.4. Maps of hyperbolic type. Let P d(V, V )h ⊂ P d(V, V ) denote the
set of polynomials Q such that all zeros of PQ are hyperbolic and P d(V, V )s ⊂
P d(V, V ) be the set of polynomials such that all zeros of PQ are simple. Define

P d(V, V )H = {Q ∈ P d(V, V )h | α(Q, z) 6= 0, all z ∈ Z(PQ)}.
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We let P d
G(V, V )h, P

d
G(V, V )s and P d

G(V, V )H denote the corresponding spaces of
G-equivariant polynomial mappings. (Note that for the definition of P d(V, V )H ,
we assume d = 2, 3. We use a different definition if d > 3, see [72, §4].)

Example 4.6.9. Let G = Hk, V = Rk. A vector space basis for P 3
Hk

(Rk,Rk)
is {R,C}, section 4.5.3. We have

P 3
Hk

(Rk,Rk)h = P 3
Hk

(Rk,Rk)s = {aR + bC | a, b ∈ R, b 6= 0}.

The spaces P d(V, V )h and P d
G(V, V )H play an important role in the proof of

theorem 4.5.11. However, there are technical difficulties in dealing with these
spaces on account of the hyperbolicity condition which is not algebraic. In this
subsection, we introduce certain open subspaces of these spaces, which are defined
by algebraic conditions and are easier to handle. (Most of the results in this
subsection hold without the restriction d ≤ 3.)

Let V = V ⊗RC be the complexification of V . Let P (V,V) = ⊕k≥0P
k(V,V)

be the complex vector space of all complex polynomial endomorphisms of V. We
have P (V,V) = P (V, V )⊗R C. In particular, we may identify P (V, V ) with the
R-subspace P (V, V )⊗R 1 of P (V,V).

Let Σn ⊂ V denote the complexification of the unit sphere Sn of V . If
we choose an orthonormal coordinate system on V so that Sn is defined by
the equation Σn+1

k=1x
2
k = 1, then Σn is defined by the equation Σn+1

k=1z
2
k = 1. In

particular, Σn is a complex algebraic subvariety of V.
For Q ∈ P d(V,V), we define

Y(Q) = {(u, α) ∈ Σn × C | Q(u) = αu}.

If Q ∈ P d(V, V ), let Y(Q)R denote the set of “real points” of Y(Q), that is the
intersection of Y(Q) with Sn × R.

Let Q ∈ P d(V,V) and (u, α) ∈ Y(Q). The C-linear map DQ(u) − αIV
has radial eigenvector u with corresponding eigenvalue (d− 1)α. Let A(Q, u, α)
denote the linear operator on the quotient space V/Cu induced by DQ(u)−αIV.
If Q ∈ P d(V, V ) and (u, α) ∈ Y(Q)R, let A(Q, u, α) denote the linear operator
induced on V/Ru by DQ(u)− αIV.

As a routine application of the inverse function theorem, we have

Lemma 4.6.10. Let Q ∈ P d(V,V) and (u, α) ∈ Y(Q). If A(Q, u, α) is non-
singular, then (u, α) is an isolated point of Y(Q).

Definition 4.6.11. Let Q ∈ P d(V, V ). (a) Q is of simple type (respectively,
relatively simple type) if for all (u, α) ∈ Y(Q), DQ(u) − αIV (respectively,
A(Q, u, α)) is non-singular. (b) Q is of hyperbolic type (respectively, relatively
hyperbolic type) if Q is of simple type (respectively, relatively simple type) and if,
for all (u, α) ∈ Y(Q), the characteristic polynomial of DQ(u)−αIV (respectively,
A(Q, u, α)) does not have any factor of the form T 2 + a, a ∈ C.
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Remarks 4.6.12. Let Q ∈ P d(V, V ). (1) If Q is of simple type, all solution
branches of JQ are curves of simple zeros and JQ satisfies the branching condition
B4 (and hence also satisfies B1 and B3). If Q is of relatively simple type, then
JQ satisfies the branching condition B1.
(2) If Q is of relatively hyperbolic type, then all zeros of the phase vector field
PQ are hyperbolic and so Q ∈ P d(V, V )h.
(3) If Q is of hyperbolic type (or even, less restrictively, if Q is of simple type
and of relatively hyperbolic type), then all solution branches of JQ are branches
of hyperbolic zeros, so that JQ satisfies the branching conditions B1-B3.

Lemma 4.6.13. The subspaces of P d(V,V) consisting of all maps of hyperbolic
type, simple type, relatively hyperbolic type or relatively simple type are open
subspaces of P d(V,V).

The proof is elementary.

Example 4.6.14. Let V = Rn+1 and define C ∈ P d(V, V ) by C(x) =
(xd1, . . . , x

d
k+1). If d = 3, C is of hyperbolic type and the subspaces of lemma 4.6.13

are all non-empty. If d = 2, C is of simple type and of relatively hyperbolic type.
If we take V = R3 and define Q ∈ P 2(V, V ) by Q(x, y, z) = (yz, xz, xy), then Q
is of relatively hyperbolic type but is not of simple type.

Theorem 4.6.15. Let E be a linear subspace of the real linear space P d(V, V ).
If E contains an element Q which is of hyperbolic type, then the set of elements
of E which are of hyperbolic type is an open dense subset of E. Similar results
hold if E contains an element of relatively hyperbolic type, an element of simple
type, or an element of relatively simple type.

The proof of this theorem uses nontrivial results from complex algebraic ge-
ometry and is given in an appendix at the end of the chapter.

The next result will be important in the sequel.

Theorem 4.6.16. (1) If P d
G(V, V ) contains an element of hyperbolic type,

P d
G(V, V )h is a dense open subset of P d

G(V, V ).
(2) If P 3

G(V, V ) contains an element of relatively hyperbolic type, P 3
G(V, V )H

is a dense open subset of P 3
G(V, V ).

(3) If P 2
G(V, V ) contains an element of hyperbolic type, P 2

G(V, V )H is a dense
open subset of P 2

G(V, V ).

Proof. Set E = P d
G(V, V ) and apply theorem 4.6.15. Parts (1) and (3) are

immediate. It remains to prove (2). Assume that P 3
G(V, V )h is dense in P 3

G(V, V ).
LetQ ∈ P 3

G(V, V ) andN be a neighbourhood ofQ in P 3
G(V, V ). It suffices to prove

N∩P 3
G(V, V )H 6= ∅. Since P 3

G(V, V )h is dense, there exists P ∈ N∩P 3
G(V, V )h. Let

N1 be a neighbourhood of P such that N1 ⊂ N . For a ∈ R, define Pa ∈ P 3
G(V, V )

by Pa(x) = a‖x‖2x + P (x). Note that PP = PPa , for all a ∈ R. Choose δ > 0
such that Pa ∈ N1 ∩ P 3

G(V, V )h for every a such that |a| ≤ δ. If z ∈ Z(PP ), then
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α(Pa, z) = α(P, z) + a. Thus if a ∈ [−δ, δ] and a does not belong to the finite set
{−α(P, z) | z ∈ Z(PP )}, we have Pa ∈ N1 ∩ P 3

G(V, V )H . �

4.6.5. The branching pattern of JQ. It follows from our earlier results
that if Q ∈ P d

G(V, V )H , then JQ satisfies the branching conditions B1-B3.
If Q ∈ P d

G(V, V )H , then sgnQ and indQ are G-invariant functions defined on
Z(PQ), so that (Z(PQ), sgnQ, indQ) is a signed, indexed G-set.

Lemma 4.6.17. (Notation as above.) If Q ∈ P d
G(V, V )H , then the signed

indexed branching pattern Σ?(JQ) is isomorphic (as a signed, indexed G-set) to
(Z(PQ), sgnQ, indQ).

The proof is immediate. The isomorphism maps [γz] to z.

4.7. Transforming to generalized spherical polar coordinates

In this section, we will transform the problem of solving X = 0 on V × R to
a somewhat simpler problem on (Sn × R) × R. The process we use depends on
(generalized) spherical polar coordinates or (polar) blowing-up. We continue to
assume that d = 2 or 3.

4.7.1. Preliminaries. Let V be a finite dimensional real vector space with
inner product ( , ) and norm ‖ ‖. Suppose dim(V ) = n + 1 and denote the
unit sphere S(V ) of V by Sn. For the moment we do not assume the presence
of a G-action. However, we do restrict attention to the space C∞(V × R, V )0 of
smooth families X which are in the ‘normal’ form

(4.5) X(x, λ) = λx+ F (x, λ), ((x, λ) ∈ V × R),

where F (x, λ) = O(‖x‖2) (Fλ(0) = 0 and DFλ(0) = 0),
The derivative of Xλ in V -variables at x = 0 is λIV , Obviously x = 0 is an

equilibrium of (4.5) for all values of λ.
We make a transformation of (4.5) that effectively eliminates the parameter λ

and reduces the dimension of the space we have to look at by one. In addition, we
will be able to disregard certain terms in the transformed vector field X(x, λ). In
essence, we replace the study of the family (4.5) by that of a single vector field on
a lower dimensional space. Of course, there is a penalty to be paid for this: the
new space will no longer be linear. It turns out, this is a small penalty especially
in the cases where the dynamics of (4.5) are dominated by the quadratic or cubic
homogeneous part of X(x, λ). Our transformations are based on rescalings (of
space and time) and blowing-up. For our purposes, we shall mainly use polar
blowing-up. In case dim(V ) = 2, the transformation is just polar coordinates.
In higher dimensions, polar blowing-up is a generalization of polar coordinates
‘without the coordinates’. We use the term ‘blowing-up’ because of the close
relationship with the classical blowing-up construction of algebraic geometry.
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4.7.2. Polar blowing-up. We define the polar blowing-up transformation
P : Sn × R→ V by

P (u,R) = Ru, (u ∈ Sn, R ∈ R).

We remark the following properties of the transformation P .

(a) Provided x 6= 0, P−1(x) consists of precisely two points.
(b) P−1(0) = Sn × {0}.

Example 4.7.1. If V = R2, P : S1 × R → R2 is polar coordinates. That is,
if u = θ ∈ S1, then P (θ, R) = (R cos θ, R sin θ) ∈ R2. Viewed in this way, the
natural domain of definition of the polar coordinate transformation is the cylinder
S1×R (rather than the (r, θ)-plane). Note our convention that we allow R to be
negative: the points (θ, R), (θ + π,−R) are mapped to the same point of R2 by
P . In fact we have a free action of Z2 on the cylinder S1 × R generated by the
involution ρ(θ, R) = (θ+π,−R). P is invariant with respect to ρ: P ◦ ρ = P . Of
course, it is natural to require that P is 1:1 off P−1(0) and one way of achieving
this is to restrict to the half cylinder defined by R ≥ 0. Another approach, that
avoids the introduction of manifolds with boundary, is to define P on the quotient
of S1 × R by the free Z2-action and so make P 1:1 off P−1(0). We explore this
and related questions in some of the exercises.

Proposition 4.7.2. Under polar blowing-up, the family of vector fields (4.5)
transforms to the family (Rλ, Sλ) of vector fields on Sn × R defined by

Sλ(u,R) = R−1(F (Ru, λ)− (F (Ru, λ), u)u),(4.6)

Rλ(u,R) = λR + (F (Ru, λ), u).(4.7)

Proof. If we write a solution x(t) of (4.5) in the form x = Ru, then x′ =
R′u+Ru′. Substituting in (4.5), we obtain R′u+Ru′ = λRu+ F (Ru, λ). Since
u ∈ Sn, (u, u) = 1. Differentiating, we have (u, u′) = 0. The result follows by
taking the inner product of our equation for R′, u′ with u. �

Remark 4.7.3. If a curve u = u(t) is constrained to lie on Sn, then u′(t)
is always tangent to Sn. In particular, the equation u′ = R−1(F (Ru, λ) −
(F (Ru, λ), u)u) defines a vector field on Sn. Of course, one can see this di-
rectly. If x 6= 0, the components of the vector field λx + F (x, λ) along and
perpendicular to the radial direction through x are λ‖x‖+ (F (x, λ), x/‖x‖) and
F (x, λ)− (F (x, λ), x/‖x‖)x/‖x‖ respectively. The equations we obtain in propo-
sition 4.7.2 reflect this orthogonal decomposition of the vector field into radial and
tangential components. In the sequel, we sometimes call S(u,R) the spherical
vector field and R(u,R) the radial vector field.

Example 4.7.4. Suppose X(x, λ) = λx + Q(x), where Q ∈ P d(V, V ). Then
X transforms to the family

Sλ(u,R) = Rd−1PQ(u),(4.8)

Rλ(u,R) = λR +Rd(Q(u), u).(4.9)
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Observe that (4.8) is independent of λ.

Exercise 4.7.5. Let X(x, λ) = λx + g(x, λ)x, where g : V × R → R. Show
that the associated spherical vector field vanishes identically. What is the radial
vector field?

Exercise 4.7.6. Suppose that (u(t), R(t)) is the solution curve of (4.6,4.7)
with initial condition (u0, R0). Verify that (−u(t),−R(t)) is also a solution curve,
now with initial condition (−u0,−R0). Verify that the system is equivariant with
respect to the Z2-action on Sn × R defined by (u,R) 7→ (−u,−R).

Exercise 4.7.7. Let p1 : Rn × Sn−1 → Rn denote the projection on the first
factor. Let Σ ⊂ Rn × Sn−1 be the solution set of the equations

(4.10) xiuj − xjui = 0, 1 ≤ i, j ≤ n,

where (x1, . . . , xn) ∈ Rn, (u1, . . . , un) ∈ Sn−1. Set Π = p1|Σ. Verify that Π : Σ→
Rn is the polar blowing-up of Rn. That is, find a diffeomorphism h : Sn−1×R→ Σ
such that P = Π ◦ h. If we replace Sn−1 by Pn−1(R) – the projective space of
lines through the origin of Rn – show that the construction still works but with

Σ = {(x, `) ∈ Rn × Pn−1(R) | x ∈ `}.
The map Π : Σ → Rn is the classical blowing-up of Rn at the origin (see also
section 5.6.7). Verify that Σ is homeomorphic to the Mobius band if n = 2.

4.8. Representations which are d(V,G)-determined, d(V,G) = 2, 3

Suppose that (V,G) is an orthogonal representation of the finite group G and
d = d(V,G) = 2, 3. It follows from Taylor’s theorem that if X ∈ V0 we may write

X(x, λ) = λx+Q(x) + F1(x) + λF2(x, λ),

where Q = Jd(X), F1(x) = X(x, 0) − Q(x) = O(‖x‖d+1) and F2(x, λ) = X −
Q−F1 = O(‖x‖d). Transforming using spherical polar coordinates we obtain the
following expressions for the spherical and radial terms.

Sλ(u,R) = Rd−1[PQ(u) +RA1(u,R, λ) + λA2(u,R, λ)],(4.11)

Rλ(u,R) = λR +Rd[(Q(u), u) +RB1(u,R, λ) + λB2(u,R, λ)].(4.12)

The terms A1, A2 are smooth vector fields on Sn that may be given explicitly
in terms of F1 and F2 respectively. Similarly, B1 and B2 are smooth functions
that depend on F1 and F2 respectively. Let T (u,R, λ) be the smooth (R, λ)-
parameterized family of vector fields on Sn defined by

T (u,R, λ) = PQ(u) +RA1(u,R, λ) + λA2(u,R, λ).

Lemma 4.8.1. (Notation as above.) Suppose that z ∈ Z(PQ) is hyperbolic
and α(Q, z) 6= 0. There exists a (unique) smooth branch γz : [0, δz] → V × R
of hyperbolic zeros for X = 0 with direction of branching d(γz) = z. Moreover,
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sgn([γz]) and ind([γz]) take the same values as for the corresponding branch for
JQ. A similar result holds if z is a simple zero of PQ.

Proof. Since z is a simple zero for PQ, we may apply the implicit function
theorem and choose a closed neighborhood U of z in Sn, Rz, ρz > 0 and smooth
map z : [0, R0]× [−ρz, ρz]→ Sn such that

(1) T (z(R, λ), R, λ) = 0, all (R, λ) ∈ [0, R0]× [−ρz, ρz].
(2) z(0, 0) = z.
(3) The only zeros of T in U for (R, λ) ∈ [0, R0] × [−ρz, ρz] are those given

by (1).
(4) DT(R,λ)(z(R, λ)) is hyperbolic, for all (R, λ) ∈ [0, R0]× [−ρz, ρz].

Substitute z(R, λ) in the radial equation. Cancelling the factor R (corresponding
to the trivial solution), we must solve

λ+Rd−1[α(Q, z(R, λ)) +RB1(R, λ) + λB2(R, λ)] = 0,

where we have written Bi(R, λ) = Bi(z(R, λ), R, λ), i = 1, 2. Choosing Rz, ρz >
0 smaller if necessary, we may assume that sgn(α(Q, z(R, λ)) + RB1(R, λ) +
λB2(R, λ)) = sgn(α(Q, z), for all (R, λ) ∈ [0, R0]× [−ρz, ρz]. Another application
of the implicit function theorem shows that we may choose δz ∈ (0, Rz] and a
smooth map λ : [0, δz]→ R such that λ(0) = 0 and for R ∈ [0, δz] we have

λ(R) +Rd−1[α(Q, z(R, λ(R))) +RB1(R, λ(R)) + λ(R)B2(R, λ(R))] = 0,

We define the required smooth branch of solutions γz : [0, δz]→ V × R by

γz(s) = (sz(s, λ(s)), λ(s)), s ∈ [0, δz].

It follows from the construction that d(γz) = z. Our choices also assure that
sgn(γz) is the same as that for the corresponding branch of JQ. It remains to show
that we can choose Rz > 0 sufficiently small so that γz is a branch of hyperbolic
zeros. This follows by computing the linearization of (Sλ(u,R), Rλ(u,R)) along
the solution curve. We find that

D(Sλ, Rλ)(R) =

(

Rd−1TzPQ +O(Rd) O(Rd)
O(Rd) −2Rd−1α(Q, z) +O(Rd)

)

That we can choose Rz > 0 so that γz is a branch of hyperbolic zeros and ind(γz)
is same as that for the corresponding branch of JQ follows by dividing the matrix
by Rd−1 and using a simple continuity argument. �

Theorem 4.8.2. If d = 2, assume P 2
G(V, V )H 6= ∅, and if d = 3, assume

P 2
G(V, V )h 6= ∅. Then

(1) G equivariant bifurcation problems on V are d-determined.
(2) X ∈ V0(V,G) is stable if jd1X(0) ∈ P d

G(V, V )H .

Proof. It follows from theorem 4.6.16 that P d
G(V, V )H is open and dense

in P d
G(V, V ). Let X ∈ V0(Rk, G). If jdX0(0) ∈ P d

G(Rk,Rk)H , then lemma 4.8.1
implies that X has a well-defined signed indexed branching pattern Σ?(X). Since
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P d
G(V, V )H is open and dense it follows that G-equivariant bifurcation problems

are d-determined and that X is stable whenever jdX0(0) ∈ P d
G(Rk,Rk)H . �

Proof of Theorem 4.5.11. Suppose that G ⊂ Hk and (Rk, G) satisfies
conditions (IR,C). Since the basic cubic equivariant C ∈ P 3

G(Rk,Rk)H , it fol-
lows from theorem 4.8.2 that G-equivariant bifurcation theorems on Rk are 3-
determined. Since P 3

Hk
(Rk,Rk)H ⊂ P 3

G(Rk,Rk)H , we see that if X ∈ V0(Rk, Hk)

and j3
1X(0) ∈ P 3

Hk
(Rk,Rk)H , then X ∈ S(Rk, G). Hence (Gε) is a symmetry

breaking isotropy type for every ε ∈ E , Finally if H is subgroup of G such that
H satisfies conditions (IR,C) then, by exactly the argument we used above, every
G-stable family is, a fortiori, H-stable. Hence S(Rk, G) ⊂ S(Rk, H). �

4.8.1. The case when d(V,G) = 2 but (V,G) is not 2-determined.
Throughout this section we assume that (V,G) is an absolutely irreducible or-
thogonal representation of critical degree two and that dim(P 2

G(V, V )) = 1. Fix
Q ∈ P 2

G(V, V ), Q 6= 0. We assume that all the zeros of PQ are hyperbolic – so
that Q ∈ P 2

G(V, V )h.
Let Z(Q) denote the zero set of Q|Sn. Since Z(Q) ⊂ Z(PQ), if Z(Q) 6= ∅,

then (V,G) cannot be 2-determined (if z ∈ Z(Q) ∩ Z(PQ) then the branch γz of
zeros of JQ(x, λ) = λx + Q(x) will not be a branch of simple zeros). When this
situation holds we shall prove that (V,G) is 3-determined.

Theorem 4.8.3. If P 2
G(V, V )) = RQ, Q ∈ P 2

G(V, V )h, and Z(Q) 6= ∅, then
(V,G) is 3-determined.

We need some preliminary definitions. If P ∈ P 3
G(V, V ) and z ∈ Z(Q), define

νz(P ) = DQ(z)((TzPQ)−1(PP (z))) ∈ V,
ρz(P ) = (z, νz(P )− P (z)).

For the definition of νz(P ), we regard TzPQ : TzS
n → TzS

n ⊂ V . Let

A3(V,G) = {P ∈ P 3
G(V, V ) | ρz(P ) 6= 0, ∀z ∈ Z(Q)}.

Lemma 4.8.4. A3(V,G) is an open and dense subset of P 3
G(V, V ).

Proof. If Pa(x) = a‖x‖2x, then ρz(Pa) = −a and so Pa ∈ A3(V,G), a 6= 0.
Since ρz(P ) is a polynomial in the coefficients of P and the zero set of PQ is
finite, we see easily that A3(V,G) is an open and dense subset of P 3

G(V, V ). �
Let A3

0(V,G) ⊂ P
(3)
G (V, V )0 be the set of polynomials cQ + P , where c 6= 0

and P ∈ A3(V,G). It follows from the previous lemma that A3
0(V,G) is an open

and dense subset of P
(3)
G (V, V )0.

The next lemma completes the proof of theorem 4.8.3.

Lemma 4.8.5. Let X ∈ V0(V,G). If J3X(0) ∈ A3
0(V,G), then X is stable. In

particular, (V,G) is 3-determined.
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Proof. If J3X(0) = (cQ, P ) ∈ A3
0(V,G), then c 6= 0 and J2X(0) ∈ P 2

G(V, V )h.
If z ∈ Z(PQ) and Q(z) 6= 0, then we have previously shown that we have a hy-
perbolic branch of solutions γz for X = 0 (lemma 4.8.1). Hence it suffices to
consider the case z ∈ Z(Q). Let (Sλ(u,R), Rλ(u,R)) be the transformation of X
to spherical polar coordinates, We may write

Sλ(u,R, λ) = R[c(λ)PQ(u) +Rd(λ)PP (u)] +O(R3) +O(R2λ),

Rλ(u,R, λ) = λR + c(λ)(P (u), u)R2 + d(λ)(Q(u), u)R3 +O(R4),

where c(0) = c 6= 0 and d(0) = 1. Dividing through by R, we see that the zeros
of the spherical component Sλ are given by

Γ(u,R, λ) = c(λ)PQ(u) +Rd(λ)PP (u) +O(R2) +O(Rλ) = 0.

We have Γ(z, 0, 0) = 0 and TuΓ(z, 0, 0) = H(PQ, z) is invertible. Hence it follows
from the implicit function theorem that there is a smooth curve u(R, λ) of solu-
tions satisfying u(0, 0) = 0. We may write u(R, λ) = z+Ra+λb+g(R, λ), where
a,b ∈ TzS(V ) and the R- λ-derivatives of g vanish at R = 0, λ = 0, Substituting
in the equation for Γ, we find that b = 0 and a = (TzPQ)−1(PP (z)).

Next we substitute for u in the radial equation. We find that

Rλ(u,R) = λR +R3ρz +O(R4) +O(λR3).

Now we follow the proof of lemma 4.8.1 and show, using ρz 6= 0, that there is
a smooth branch γz : [0, δz] → V × R of solutions to to X = 0 with d(γz) = z.
That the branch is hyperbolic follows by explicit computation of the linearization
of (Sλ(u,R), Rλ(u,R)) along the solution curve (see the proof of lemma 4.8.1).
Just as in lemma 4.8.1, the off-diagonal blocks are both O(R2) and dominated
by the two diagonal blocks (of order O(R) and O(R2)). �

4.9. Counting branches and finding their location

We indicate how we can estimate the number of solution branches. We restrict
attention to representations (Rk, G) which satisfy conditions (C,IR) (though the
methods apply more generally).

It is easy to verify that generic Hk-equivariant bifurcation problems on Rk
have precisely 3k−1 branches of non-trivial solutions. (Hk has (3k−1)/2 axes of
symmetry and each axis of symmetry is associated to two branches of solutions).
Noting the trivial solution, x = 0, this gives an upper bound of 3k on the number
of solutions to λx + Q(x) = 0, λ 6= 0 fixed, and Q of simple type (generic).
More generally, let Q ∈ P 3(Rk,Rk) and define the homogeneous (complex) cubic
H : Ck+1 → Ck by H(x, z) = xz2 + Q(x), (x, z) ∈ Ck+1. Each component Hi

of H determines a hypersurface Σi in Pk(C). For generic Q, Bézout’s theorem
implies that the intersection ∩ki=1Σi consists of exactly 3k points (for Bézout’s
theorem, see[76, Chapter 8] or, for a topological proof, [19]. For the case k = 2,
see [132, 91]). Each of the real points (x, z) with x 6= 0 determines a branch of
solutions to λx+Q(x) = 0. Conversely, if Q ∈ P 3(Rk,Rk) is of simple type, then
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the conditions of Bézout’s theorem hold for H. Thus there can be at most 3k real
points and so a maximum of 3k − 1 real solution branches (the trivial solution
branch is always real).

All this is quite trivial for (Rk, Hk) but becomes much more interesting when
G is a proper subgroup of Hk. Suppose that we have a smooth family Qs ∈
P 3
G(Rk,Rk) and Q0 ∈ P 3

Hk
(Rk,Rk). Define Xs(x, λ) = λx + Qs(x). If Q0 is of

simple type, then X0 has exactly 3k − 1 solution branches. As we vary s, it is
possible that some of the solutions to Hs(x, z) = xz2 + Qs(x) become complex.
Hence the number of solution branches for Xs may decrease (we give examples
of this phenomenon in chapter 5). Even though some solutions may become
complex they are constrained to lie on the same fixed point space as the original
real solution (strictly speaking, the complexification of the fixed point space).
Further variation of the parameter s may result in complex solutions becoming
real again but they appear on the original fixed point space. Roughly speaking,
if E ⊂ Rk is a p-dimensional fixed point space for a subgroup of G, then E ‘owns’
exactly 3p solutions of H|E. These solutions may be real or complex but under
G-equivariant variation of Q ∈ P 3

G(Rk,Rk) they can never leave E ⊗R C.
We sum up this discussion in the following theorem.

Theorem 4.9.1. Let (Rk, G) satisfy conditions (C,IR). Let J be a subgroup
of G and suppose that E = (Rk)J is of dimension p. Let X ∈ Sw(Rk, G). Then
X|E has at most 3p−1 branches of solutions. Furthermore, generically there will
be exactly 3k − 1 branches of complex solutions and we can count 3p − 1 complex
solutions for each p-dimensional fixed point subspace of (Rk, G).

Proof. Since we assume (Rk, G) satisfies conditions (C,IR), it is no loss of
generality by lemma 4.4.6 and theorem 4.8.2 to assume that J3(X) ∈ P 3

G(Rk,Rk)
is of hyperbolic type. The result follows from the previous discussion. �

4.10. The symmetric and alternating groups

In this section, we consider the symmetric group Sk+1, k ≥ 2, acting by its
standard representation on V = {(x1, . . . , xk+1) ∈ Rk+1 | Σi xi = 0}. We start
by proving that (Sk+1, V ) satisfies the MISC. This result was originally proved
in [70] but we follow the alternative proof given in [73]. Let Ak+1 denote the
alternating subgroup of Sk+1. We show that (Ak+1, V ) satisfies the MISC if
k ≥ 3. In addition, we obtain detailed information on the branching patterns
for (Sk+1, V ) and (Ak+1, V ). If k + 1 is odd, then (Sk+1, V ) and (Ak+1, V ) are
2-determined and our results follow from the results of section 4.8. If k + 1 is
even, then (Sk+1, V ) and (Ak+1, V ) are 3-determined. In this case, we use results
from section 4.8.1 to prove a stability of branching theorem. Our methods also
allow us to get information on symmetry breaking and branching patterns for
many other subgroups of the symmetric group.
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4.10.1. Preliminaries on Sk+1. Let e0 = (1, . . . , 1) ∈ Rk+1. Then Sk+1e0 =
{e0} and so V = {x ∈ Rk+1 | (x, e0) = 0} is Sk+1-invariant. Moreover (V, Sk+1)
is absolutely irreducible. Let S(V ) = Sk−1 denote the unit sphere of V .

We need some classical results on invariants, equivariants and axes of sym-
metry for (V, Sk+1).

Let π : Rk+1 → V denote the orthogonal projection onto V . We have

π(x) = x− (k + 1)−1 (x, e0) e0, (x ∈ Rk+1).

We have d(V, Sk+1) = 2. Indeed, the space P 2
Sk+1

(V, V ) of quadratic equivariants
is one-dimensional and generated by

(4.13) Q(x1, . . . , xk+1) = π(x2
1, . . . , x

2
k+1), ((x1, . . . , xk+1) ∈ V ).

We call Q is the basic quadratic equivariant for (V, Sk+1). Since V Sk+1 = {0},
R2
Sk+1

(V, V ) = {0}. Let h : V → R be defined by

h(x1, . . . , xk+1) = Σx3
i , ((x1, . . . , xk+1) ∈ V ).

Then Q = 1
3
grad(h). Hence the zeros of PQ are the critical points of h|Sk−1.

4.10.2. Zeroes of the phase vector field. As in section 4.5, it is conve-
nient to introduce a finite Sk+1-invariant subset E of V which parameterizes the
zeros of PQ. Let p ∈ k = {1, . . . , k} and set q = k + 1− p. We define

εp = (1/p, . . . , 1/p,−1/q, . . . ,−1/q) ∈ V ⊂ Rk+1

(with p coordinates = 1/p and q coordinates = −1/q). Set Ep = Sk+1εp. Then
Ep consists of all points of V with p coordinates equal to 1/p and q coordinates
equal to −1/q. Let E = ∪p∈kEp. If p + q = k + 1, then Ep = −Eq. For ε ∈ E ,
we let Lε denote the line Rε. The axes of symmetry for (V, Sk+1) are the lines
Lε, ε ∈ E . If ε ∈ E , then ε/‖ε‖ is a zero of PQ and every zero of PQ is of this
form. Thus the map µ : E → Z(PQ) defined by µ(ε) = ε/‖ε‖ is an isomorphism
of Sk+1-sets. Every z ∈ Z(PQ) is a hyperbolic zero of PQ.

Let p ∈ k and q = k+1−p. Let ε ∈ Ep. ThenQ(ε) = αε, where α = 1/p−1/q.
If p 6= q, then α 6= 0. Hence if k + 1 is odd, then Q is non-degenerate and it
follows that Q is of hyperbolic type. If p = q, then α = 0. Consequently if k + 1
is even, then Q is degenerate and is of relatively hyperbolic type.

Proposition 4.10.1. Let k + 1 be odd. Then

P 2
Sk+1

(V, V )h = P 2
Sk+1

(V, V )H = {aQ | a 6= 0}.

In particular, P 2
Sk+1

(V, V )h is a dense open subset of P 2
Sk+1

(V, V ).

Proof. Since P 2
Sk+1

(V, V ) = RQ, the proof is immediate. �
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4.10.3. Subgroups of Sk+1. A proof of the following well-known result may
be found in [25, page 230] or [157, 12.7.1].

Lemma 4.10.2. Let G be a subgroup of Sk+1. Then (V,G) is absolutely irre-
ducible if and only if G is a doubly transitive subgroup of Sk+1.

Lemma 4.10.3. Let G be a subgroup of Sk+1. If G satisfies either (a) G is a
triply transitive subgroup of Sk+1, or (b) k = 4 and G is the alternating group
A4, then P 2

G(V, V ) = P 2
Sk+1

(V, V ).

Proof. We leave the proof, which is a direct computation, as an exercise. �

4.10.4. The sign and index functions. Let Z(Q) = {x ∈ S(V ) | Q(x) =
0} and Z(PQ)1 = Z(PQ) \ Z(Q). Set E (1) = µ−1(Z(PQ)1). It is easy to check
that E (1) = ∪p∈k, 2p6=k+1 Ep. If k + 1 is odd, then E (1) = E . Clearly Z(PQ)1

(respectively, E (1)) is a Sk+1-invariant subset of Z(PQ) (respectively, E). Let
P = aQ, with a 6= 0, and JP = λx+P (x). For each z ∈ Z(PQ)1, let the solution
curve γ(z) for JP be defined as in section 4.6.3. Let γz = γ(z)|[0, 1]. The sign and
index of γz (or [γz]) are given by:

Lemma 4.10.4. Let p ∈ k be such that 2p 6= k + 1 and let q = k + 1− p. Let
ε ∈ Ep and let z = µ(ε), so that z ∈ Z(PQ)1. Let P , JP and γz be as above.

(1) Assume that a > 0. Then sgn(γz) = sgn(p− q). If p < q, then ind(γz) =
q − 1, and if p > q, then ind(γz) = q.

(2) Assume that a < 0. Then sgn(γz) = sgn(q− p). If q < p, then ind(γz) =
p− 1, and if q > p, then ind(γz) = p.

Proof. The result follows from proposition 4.6.8. �

Remark 4.10.5. All the branches γz given by lemma 4.10.4 satisfy 1 ≤
ind(γz) < k. Thus γz is never a solution branch of sources or sinks.

It is convenient to define two distinct structures of an abstract signed indexed
branching pattern on the Sk+1-set E (1). We define sign functions sgn+, and sgn−
and index functions ind+ and ind− on E (1) as follows:

We have E (1) = ∪p∈k, 2p6=k+1Ep. Let p ∈ k with 2p 6= k + 1, q = k + 1− p and
ε ∈ Ep. We set sgn+(ε) = sgn(p − q) and sgn−(ε) = sgn(q − p) = −sgn+(ε). If
p < q, we set ind+(ε) = q− 1 and ind−(ε) = p. If p > q, then we set ind+(ε) = q
and ind−(ε) = p− 1. Thus (E (1), sgn+, ind+) and (E (1), sgn−, ind−) are abstract
signed indexed branching patterns.

Lemma 4.10.6. Let ε ∈ E (1) and set z = µ(ε). Let P = aQ, JP and γz be as
above. If a > 0, then sgn(γz) = sgn+(ε) and ind(γz) = ind+(ε). If a < 0, then
sgn(γz) = sgn−(ε) and ind(γz) = ind−(ε).

Proof. The result follows from the definitions and lemma 4.10.4. �
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4.10.5. The case k + 1 odd.

Proposition 4.10.7. Let k+ 1 be odd and G be a doubly transitive subgroup
of Sk+1. Then (V,G) is 2-determined.

Proof. Since k+ 1 is odd, Q is a hyperbolic element. The proof now follows
that of theorem 4.5.11. �

Corollary 4.10.8. Let k + 1 be odd. Then

(1) (V, Sk+1) is 2-determined.
(2) (V,Ak+1) is 2-determined, k ≥ 4.
(3) Let q be a prime power. If we regard PGL2(Fq) as a (triply transitive)

subgroup of Sq+1, then (V,PGL2(Fq)) is 2-determined.

The following theorem, which follows from the previous results and discussion,
summarizes the results in case k + 1 is odd.

Theorem 4.10.9. Let k + 1 be odd and G be a doubly transitive subgroup of
Sk+1.

(1) Let X ∈ V0(V,G) satisfy J2(X) = aQ, with a 6= 0. Then X ∈ S(V,G).
If a > 0 (respectively, a < 0), then the signed indexed branching pattern
Σ?(X) is isomorphic to (E , sgn+, ind+) (respectively, (E , sgn−, ind−)).

(2) {(Gε) | ε ∈ E} is an admissible family of symmetry breaking isotropy
types for (V,G).

(3) Suppose that P 2
G(V, V ) = P 2

Sk+1
(V, V ). If X ∈ S(V,G), then the signed,

indexed branching pattern Σ?(X) is isomorphic to either (E , sgn+, ind+)
or (E , sgn−, ind−). In particular {(Gε) | ε ∈ E} is the unique admis-
sible family of symmetry breaking isotropy types for (V,G) and (Gε) is
generically symmetry breaking for every ε ∈ E.

Example 4.10.10. Let G = Aff1(F5) ⊂ S5. Then the isotropy type (Gε2) is a
submaximal symmetry breaking isotropy type. Thus (V,G) does not satisfy the
MISC. (But the results are quite different for (V,G× 〈−IV 〉), see section5.4.)

4.10.6. The case k+ 1 even. Let k+ 1 = 2` be even and G be a subgroup
of Sk+1 such that

(a) (V,G) is absolutely irreducible,
(b) P 2

G(V, V ) = P 2
Sk+1

(V, V ).

It follows from our previous results that Z(Q) = µ(E`) and that each z ∈ Z(Q)
is a hyperbolic zero of PQ. However, if z ∈ Z(Q), then α(Q, z) = 0, so that
theorem 4.8.2 does not apply. Instead we use the results of section 4.8.1.

Following the notation of section 4.8.1, let T = cQ+P ∈ A0(V,G). We define
a sign function sgnT and an index function indT on the G-set E . If ε ∈ E (1) we
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define

sgnT (ε) = sgn+(ε), if c > 0,

= sgn−(ε), if c < 0,

indT (ε) = ind+(ε), if c > 0,

= ind−(ε), if c < 0.

Given ε ∈ E` = µ−1(Z(Q)), set z = µ(ε). We define sgnT (ε) = −sgn(ρz(P )). If
sgnT (ε) = +1, then set indT (ε) = ` and if sgnT (ε) = −1, set indT (ε) = `− 1.

Theorem 4.10.11. Assume that k + 1 = 2` is even. Let G be a subgroup of
Sk+1 such that (V,G) is absolutely irreducible and P 2

G(V, V ) = P 2
Sk+1

(V, V ). Let

X ∈ V0(V,G) be such that J3(f) ∈ A0(V,G) and set J3(f) = cQ + P = T as
above.

(1) For each z ∈ Z(PQ) there exists a smooth curve γ(z) : [−δz, δz]→ V ×R
of solutions to X = 0 with d(γz) = z.

(2) X ∈ S(V,G).
(3) Σ?(X) is isomorphic to (Z(PQ), sgnT , indT ).

In particular G-equivariant bifurcation problems on (V,G) are 3-determined.

Proof. Statements (1,2) and the 3-determinacy follow from lemma 4.8.5,
theorem 4.8.3 and lemma 4.8.1. Statement (3) follows from the definition of
the index and sgn functions together with the earlier results holding for the 2-
determined case. �

Example 4.10.12. Let k + 1 be even. It follows from theorem 4.10.11 that
(V, Sk+1) is 3-determined and, if k ≥ 3, that (V,Ak+1) is 3-determined.

Corollary 4.10.13. Assume k+1 is even and let G be as in theorem 4.10.11.
The family {(Gε) | ε ∈ E} is the unique admissible family of symmetry breaking
isotropy types for (V,G). Consequently the isotropy type (Gε) is generically sym-
metry breaking for every ε ∈ E.

Proposition 4.10.14. (k + 1 arbitrary). (V, Sk+1) satisfies the MISC. If
k ≥ 3, then (V,Ak+1) satisfies the MISC.

Proof. Set W = Sk+1 and, if k ≥ 3, G = Ak+1. It follows from corol-
lary 4.10.13 that {(Wε) | ε ∈ E} (respectively, {(Gε) | ε ∈ E}) is the unique
admissible family of symmetry breaking isotropy types for (V,W ) (respectively,
(V,G)). But now it is easy to show that for every ε ∈ E , the line Rε is an axis of
symmetry for (V,W ) (respectively, (V,G)). Hence, for every ε ∈ E , the isotropy
type (Wε) (respectively, (Gε)) is a maximal isotropy type. �

Example 4.10.15. Let q be a prime power ≥ 7 and assume that q 6= 8. Let
G = PGL2(Fq) ⊂ Sq+1. Then an easy combinatorial argument shows that the
isotropy type (Gε3) is submaximal. Thus it follows from theorem 4.10.11 and
proposition 4.10.14 that (V,G) does not satisfy the MISC.
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4.11. The groups Sk+1 × Z2 and Ak+1 × Z2

Let G = Sk+1 × Z2 and H = Ak+1 × Z2, where Z2 = 〈−IRk〉. In this section
we examine the equivariant bifurcation theory of (V,G) and (V,H), where V ∼=
Rk is as in the previous section. All of the results follow quickly from direct
calculations on equivariants and zeros of phase vector fields. In most cases, we
simply state results without giving proofs. The equivariant bifurcation theory of
these representations is of interest in the study of period doubling bifurcations of
representations with Sk+1 or Ak+1 symmetry (see [5] and chapter 10).

Let k ≥ 3. The action of Z2 = 〈−IRk〉 commutes with the action of Sk+1 on
V and so we get an absolutely irreducible representation of the product group
G = Sk+1 × Z2 on V . If k + 1 = 4, then (V,G) ∼= (R3, H3). Since k ≥ 3, (V,H)
is also absolutely irreducible. We list below a number of computational results
on equivariants and zeros of phase vector fields for (V,G) and (V,H). These all
follow trivially from the corresponding standard results for (V, Sk+1).

(a) P 3
G(V, V ) = P 3

Sk+1
(V, V ) = P 3

H(V, V ).

(b) If m is even, then Pm
H (V, V ) = Pm

G (V, V ) = {0}.
(c) P 3

G(V, V ) = P 3
H(V, V ) is 2-dimensional. It has a basis {R,C}, where R

and C are defined as follows:

R(x) = ‖x‖2x, (x ∈ V ).

If π : Rk+1 → V denotes the orthogonal projection on V then

C(x) = π(x3
1, . . . , x

3
k+1), (x ∈ V ).

We refer to C as the basic cubic equivariant for (V,G) and (V,H).

It follows from (b,c) that d(V,G) = d(V,H) = 3.

4.11.1. The zeros of PC. We find the zeros of the phase vector field PC .
First, some notation. Let Γ(k+ 1) be the set of all triples (p, q, r) ∈ N3 satisfying

p+ q + r = k + 1, p ≤ q ≤ r, q > 0.

We define the plane D ⊂ R3 by

D = {(a, b, c) ∈ R3 | a+ b+ c = 0}.
Given (p, q, r) ∈ Γ(k + 1), set

D(p, q, r) = {(a, b, c) ∈ D | pa+ qb+ rc = 0}.
If p = q = r, then D(p, q, r) = D. If p < r, then D(p, q, r) is a line through 0 in D.
In the this case we set y(p, q, r) = (r− q, p− r, q− p) and D(p, q, r) = Ry(p, q, r).

For each (p, q, r) ∈ Γ(k + 1), define the linear map τ = (τ1, . . . τk+1) : D →
Rk+1 by

τi(a, b, c) = a, if 1 ≤ i ≤ p,

= b, if p < i ≤ p+ q,

= c, if p+ q < i ≤ k + 1.
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The map τ is injective and τ(D) ∩ V = τ(D(p, q, r)). Set C(p, q, r) =
τ(D(p, q, r)) and E(p, q, r) = Sk+1(C(p, q, r)). If p < r, then E(p, q, r) is a fi-
nite union of lines (through 0) in V . If p = q = r, then E(p, q, r) = E(p, p, p) is
a finite union of 2-planes.

Set Z(p, q, r) = E(p, q, r)∩S(V ). If p < r, set z(p, q, r) = y(p, q, r)/‖y(p, q, r)‖.
In this case, Z(p, q, r) is equal to Gz(p, q, r).

We have the following description of Z(PC).

Proposition 4.11.1. Z(PC) = ∪(p,q,r)∈Γ(k+1)Z(p, q, r).

Remark 4.11.2. Assume that k + 1 is divisible by 3, say k + 1 = 3p. Then
Z(p, p, p) is a finite union of great circles on S(V ). Thus each z ∈ Z(p, p, p) is a
non-simple zero of PC .

We define a polynomial function M : R3 → R by

M(x, y, z) = 2(x3 + y3 + z3) + 6xyz − 3(xy(x+ y) + yz(y + z) + zx(z + x)).

Proposition 4.11.3. Let (p, q, r) ∈ Γ(k + 1) with p < r.

(a) Assume that p = 0. Then z(p, q, r) is a hyperbolic zero of PC if r 6= 2q
and z(p, q, r) is a non-simple zero of PC if r = 2q.

(b) Assume that p > 0 and (p− q)(q− r) = 0. Then z(p, q, r) is a hyperbolic
zero of PC.

(c) Assume that r > q > p > 0. Then z(p, q, r) is a hyperbolic zero of PC if
M(p, q, r) 6= 0 and z(p, q, r) is a non-simple zero of PC if M(p, q, r) = 0.

The proof depends on the explicit calculation of the linearization Tz(p,q,r)PC .

Lemma 4.11.4. Let (p, q, r) ∈ Γ(k + 1) with 0 < p < q < r. If 3 does not
divide k + 1, then M(p, q, r) 6= 0.

Corollary 4.11.5. If 3 does not divide k + 1, then every zero of the phase
vector field PC is hyperbolic.

4.11.2. Applications.

Proposition 4.11.6. Let (p, q, r) ∈ Γ(k+1) with p < r. Assume that z(p, q, r)
is a hyperbolic zero of PC. Then the isotropy type (Gz(p,q,r)) is a generically
symmetry breaking isotropy type for (V,G).

The same result holds for (V,H).

Proposition 4.11.7. Let (p, q, r) ∈ Γ(k + 1) with p < r.

(1) If 0 < p < q < r, then (Gz(p,q,r)) is a submaximal isotropy type for (V,G).
(2) If either p = 0 or p > 0 and (p − q)(q − r) = 0, then Rz(p, q, r) is an

axis of symmetry for (V,G). In this case the isotropy type (Gz(p,q,r)) is a
maximal isotropy type which is generically symmetry breaking for (V,G).

The same results holds for (V,H).
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Remark 4.11.8. Let k+ 1 be divisible by 3, say k+ 1 = 3`. Then (0, `, 2`) ∈
Γ(k+1). We see from proposition 4.11.3 that z(0, `, 2`) is not a simple zero of PC ,
so that proposition 4.11.6 does not apply to show that (Gz(0,`,2`)) is a symmetry
breaking isotropy type. However, it does follow from proposition 4.11.7 that
the isotropy type (Gz(0,`,2`)) is generically symmetry breaking. Note also that
z(0, `, 2`) lies on the great circle Z(`, `, `) ⊂ Z(PC).

Proposition 4.11.9. Assume that 3 does not divide k+1. Then the following
results hold

(1) P 3
G(V, V )h = P 3

H(V, V )h is a dense open subset of P 3
G(V, V ) = P 3

H(V, V ).
Hence (V,G) and (V,G) are 3-determined.

(2) {(Gz(p,q,r)) | (p, q, r) ∈ Γ(k + 1)} is the unique admissible family of sym-
metry breaking isotropy types for (V,G). Thus, for each (p, q, r) ∈
Γ(k + 1), the isotropy type Gz(p,q,r) is generically symmetry breaking.
The same result holds for (V,H).

(3) Let f ∈ V0(V,G) be stable. Then the branching pattern Σ(f) is isomor-
phic as a G-set to Z(PC) = ∪(p,q,r)∈Γ(k+1) Z(PC).

Proposition 4.11.10. If k + 1 = 4, 5, then (V,G) and (V,H) satisfy the
MISC. If k + 1 ≥ 6, then there exist submaximal symmetry breaking isotropy
types for (V,G) and for (V,H).

4.12. Appendix: Proof of theorem on hyperbolic elements

We assume standard results on semialgebraic sets (basic definitions, results
and references on semialgebraic sets may be found in section 6.8). In order to
avoid a lengthy exposition of elementary algebraic geometry, we need to assume
some basic properties of constructible and algebraic subsets of a complex algebraic
variety (we refer the reader to [132, Chapter 2] for the theory of constructible
sets).

A subset X of a complex vector space constructible if it can be written as
a finite union of sets defined by complex polynomial equalities and inequalities
(that is, by conditions of the form p(x) = 0 and q(x) 6= 0). More generally, we
can define constructible subsets of complex algebraic varieties.

Let E and W be (finite dimensional) complex vector spaces. We list some
basic properties of constructible sets (see [132] for proofs).

A1: If X ⊂ E is an algebraic set and p : E→W is a complex polynomial map,
then p(X) is a constructible subset of W.

A2: If X ⊂ E is a constructible set containing an interior point (usual topology),
then X is dense in E (usual topology).
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A3: If X ⊂ E is constructible, then X is contained in an algebraic subset of E
of the same dimension.

From now on we follow the notation of section 4.6.4. If E is a linear subspace
of P d(V, V ), d ≥ 2, let E ⊂ P d(V,V) denote the complexification of E. Let Y
be the complex algebraic subvariety of E× Σn × C defined by

Y = {(Q, u, λ) | Q(u) = λu} ,
and YR denote the set of real points of Y. That is, YR = Y ∩ (E × Sn × R).
We identify Rn+1 (respectively, Cn+1) with the space of all real (respectively,
complex) polynomials in one variable which are of degree n+ 1 and have leading
coefficient 1. Thus a = (a1, . . . , an+1) ∈ Rn+1 will correspond to the polynomial

pa(t) = tn+1 + a1t
n + . . .+ an+1.

It is well-known (and elementary) that there exists an n-dimensional semialge-
braic subset X of Rn+1 such that pa has a root with real part zero if and only if
a ∈ X. Let Z1 ⊂ Rn+1 be the set of all a ∈ Rn+1 such that the polynomial pa has
a factor of the form t2 + α for some α ∈ R. Straightforward elimination theory
shows that Z1 is the zero locus of a non-trivial real polynomial map h : Rn+1 → R.
Let Z2 be the hyperplane in Rn+1 defined by an+1 = 0 and let Z = Z1 ∪Z2. It is
clear that X ⊂ Z. Let Z denote the complexification of Z. Thus

Z = {a = (a1, . . . , an+1) ∈ Cn+1 | an+1h(a) = 0}.
Note that a ∈ Z if and only if either pa(0) = 0 or pa has a factor of the form
t2 + α for some α ∈ C.

Now let π : Y → Rn+1 be the map which assigns to (Q, u, λ) ∈ Y the
coefficients of the characteristic polynomial of DQ(u) − λIV . Let ρ : Y → E
denote the restriction of the projection E × Σn × C → E. Clearly π, ρ are the
restrictions of polynomial maps and π(YR) ⊂ Rn+1 and ρ(YR) ⊂ E.

Lemma 4.12.1. Assume that E ⊂ P d(V,V) contains an element Q of hyper-
bolic type. Then ρπ−1(Z) ⊂ E has no interior points.

Proof. Since π is the restriction of a polynomial map, π−1(Z) is an algebraic
subset of Y. Hence ρπ−1(Z) is constructible by A1. If ρπ−1(Z) contains an
interior point, then it is dense in E by A2. But this contradicts lemma 4.6.13. �

The next lemma is an immediate consequence of A3 and lemma 4.12.1.

Lemma 4.12.2. Assume that E contains a map of hyperbolic type. Then
ρπ−1(Z) is contained in an algebraic subset T of E of codimension ≥ 1.

Lemma 4.12.3. If E contains a map of hyperbolic type, then there exists an
open and dense semi-algebraic subset of E consisting of maps of hyperbolic type.

Proof. First of all, note that the set N of elements of E which are not of
hyperbolic type form a closed semialgebraic set. It suffices to prove that the
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interior of N is empty. Let U be an open subset of E contained in N . Clearly
N ⊂ ρπ−1(Z). By lemma 4.12.2, ρπ−1(Z) is contained in an algebraic subset T
of E which is of codimension ≥ 1. Hence T∩E cannot contain a non-empty open
subset of E. Thus U must be empty. �
Proof of theorem 4.6.15. Lemma 4.12.3 implies theorem 4.6.15 in case E
contains a map of hyperbolic type. The proof of theorem 4.6.15 in case E contains
a map of simple type is similar (and much easier). IfE contains a map of relatively
hyperbolic type (or relatively simple type), the proof is similar, but somewhat
more complicated. We leave details to the reader. �

4.13. Notes on chapter 4

Most of the chapter is based on the work of Roger Richardson and the au-
thor on steady state equivariant bifurcation [70, 71, 72, 73, 57]. The original
motivation was the Maximal Isotropy Subgroup Conjecture (MISC) proposed by
Golubitsky [79] (in the context of bifurcation theory) and by Michel [126] (in
the context of Higgs-Landau theories and phase transitions) and we refer to the
introduction of [72] where there is a more extended discussion, with references.
(The article [71] is devoted to MISC for finite reflection groups and considers
examples we do not discuss in this book – including symmetry breaking for the
icosahedral group and the Weyl group of type F4.)

Historically speaking, the first general results on equivariant bifurcation ap-
pear in the important 1973 paper of Ruelle [151]. By the mid 1980’s there was a
substantial body of results on equivariant bifurcation theory and its applications.
The state of the art at that time is described very well in the book Singularities
and Groups in Bifurcation Theory by Golubitsky, Stewart and Schaeffer [84].
This book contains an extensive set of references as well as many interesting
applications (see [86] for an updated perspective). However, the methods (and
aims) of [84] are rather different from those given here. Unlike [84], we make no
real use of the theory of singularities of differentiable maps. This is partly because
we do not investigate equivariant unfolding theory (see [84, Chapters XIV,XV])
– our emphasis is strictly on the codimension one theory. More significantly, sin-
gularity theory methods seem inappropriate when it comes to proving genericity
theorems or considering actions by non-finite groups. For the analysis of generic-
ity, we use methods based on equivariant transversality (see chapter 6). However,
the results of chapter 4 show that in many cases one can use quite elementary
techniques to verify stability, genericity and determinacy. Nowhere, for example,
do we make any use of Schwarz’s theorem on smooth invariants [154]. Finally, we
mention the work of Damon [37, 38, 39] on equivariant bifurcation and solution
branches. This work uses singularity theory methods to obtain general results on
equivariant bifurcations.



CHAPTER 5

Equivariant Bifurcation Theory: Dynamics

In this chapter we investigate the dynamics that can be generated in generic
equivariant bifurcations. Unlike what happens in the asymmetric case, when a
sink loses stability in a generic steady state equivariant bifurcation, we can expect
phenomena ranging from long period limit cycles, through heteroclinic networks
to chaotic dynamics. We also give some examples of what can happen in generic
equivariant Hopf bifurcations.

We start by describing a very useful technical and conceptual tool for the
analysis of steady state bifurcations: the invariant sphere theorem. In many
cases, we can use this result to remove dependence on parameters and reduce the
dimension of the phase space by one. Later in the chapter we give a variant of this
result that is appropriate for the analysis of the equivariant Hopf bifurcation and
is closely related to the classical blowing-up transformation of complex algebraic
geometry.

5.1. The invariant sphere theorem

Before we state the invariant sphere theorem, we need some definitions.

Definition 5.1.1. Suppose that X and Y are topological spaces and Φt, Ψt

are flows on X and Y respectively. The flows Φt and Ψt are topologically equiva-
lent if there is a homeomorphism h : X → Y such that h maps each trajectory of
Φt onto a (unique) trajectory of Ψt. We call h a topological equivalence between
Φt and Ψt. If additionally hΦt = Ψth, we say h is a topological conjugacy and
the flows are topologically conjugate

Remark 5.1.2. Let M be compact and X be a smooth vector field on M
with flow ΦX

t . Then X (or Φt) is structurally stable if for all smooth vector fields
Y sufficiently C1-close to X, ΦY

t is topologically equivalent to ΦX
t . (See Smale’s

survey [163] for more details on structural stability and its characterization.)

Let V be an (n + 1)-dimensional real vector space with inner product ( , )
and norm ‖ ‖. We denote the unit sphere of V by Sn.

Definition 5.1.3. A polynomial Q ∈ P 2p+1(V, V ), p ≥ 1, is contracting if

(Q(u), u) < 0, (u ∈ Sn).

Exercise 5.1.4. Show that if (V,G) is an absolutely irreducible representa-
tion and there exists an inner product on V relative to which Q ∈ P 2p+1

G (V, V ) is

115
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contracting, then Q is contracting with respect to every G-invariant inner prod-
uct on V . In particular, the contractivity of Q is defined independently of the
choice of iG-invariant inner product on an absolutely irreducible representation.

Theorem 5.1.5 ([57, Theorem 5.1]). Let p ≥ 1 and suppose that Q ∈
P 2p+1(V, V ) is contracting. Then, for every λ > 0, there exists a unique n-
dimensional sphere S(λ) ⊂ V \ {0} which is invariant by the flow of

(5.1) x′ = λx+Q(x).

Further,

(a) S(λ) is globally attracting in the sense that every trajectory x(t) of (5.1)
with nonzero initial condition is asymptotic to S(λ) as t→ +∞.

(b) S(λ) is embedded as a topological submanifold of V and the bounded
component of V \ S(λ) contains the origin.

(c) The flow of (5.1) restricted to S(λ) is topologically equivalent to the flow
of the phase vector field PQ.

Proof. We start by simplifying (5.1) using rescaling and coordinate transfor-
mations. First of all, transform (5.1) using generalized spherical polar coordinates
x = Ru, (u,R) ∈ Sn × R (see section 4.7). We obtain

u′ = R2pPQ(u),(5.2)

R′ = λR +R2p+1ρ(u),(5.3)

where ρ(u) = (Q(u), u) and PQ(u) = Q(u) − ρ(u)u is the phase vector field
defined in section 4.7. Since x = 0 is obviously a global sink for λ ≤ 0, it is no
loss of generality to assume that λ > 0 in what follows. We make the scaling

transformations R = λ
1
2p r and s = λt. If we let ṙ, u̇ denote the derivatives of u

and r with respect to s, we find that (5.2,5.3) transform to

u̇ = r2pPQ(u),(5.4)

ṙ = r + r2p+1ρ(u),(5.5)

Since it is no loss of generality to assume that r ≥ 0, we may make a further
transformation I = r2p. The resulting set of equations is given by

u̇ = IPQ(u),(5.6)

İ = 2pI(1 + Iρ(u)).(5.7)

Since ρ is strictly negative, it follows that solutions to (5.6,5.7) are defined for all
positive time. Clearly I = 0 (that is Sn × {0}) is an invariant repulsive sphere
for this system. Let ρQ = infu∈Sn ρ(u) and set IQ = −1/(2ρQ). The vector
field defined by (5.6,5.7) is transverse to Sn × {IQ} and outward pointing. In
particular, if (u(s), I(s)) is a trajectory of (5.6,5.7) with I(0) ≥ IQ, then

I(s) ≥ IQ, all s ≥ 0.
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Let C0(Sn,R) denote the Banach space of all continuous R-valued maps on
Sn, supremum norm topology. Denote the associated norm by ‖ ‖0. Let X denote
the closed subspace of C0(Sn,R) defined by

X = {ξ ∈ C0(Sn,R) | ξ(Sn) ⊂ [IQ,∞)}.

Every element ξ ∈ X determines a continuous graph map

graphξ : Sn → Sn × R,

defined by graphξ(u) = (u, ξ(u)), u ∈ Sn. Let graph(ξ) denote the image of
graphξ. Obviously graph(ξ) is a topologically embedded sphere, homeomorphic
to Sn, which separates Sn × R into two pieces, one containing Sn × {0}.

We construct the invariant spheres S(λ) by proving that there exists a unique
flow-invariant graph contained in Sn × [IQ,∞). In order to do this we show
that the time-1 map of the flow of (5.6,5.7), restricted to Sn × [IQ,∞), induces
a contractive ‘graph transform’ operator on X. We start by observing that on
Sn × [IQ,∞), the phase portrait of (5.6,5.7) is identical to that of the system
obtained by dividing the right hand side of (5.6,5.7) by I.

u̇ = PQ(u),(5.8)

İ = 2p(1 + Iρ(u)).(5.9)

This system is a skew product system over u̇ = PQ(u). If we let Φt = (Φu
t ,Φ

I
t ),

t ≥ 0, denote the semiflow of (5.8,5.9), then for initial conditions A1 = (u1, R1),
A2 = (u2, R2), with u1 = u2, we have Φu

t (A1) = Φu
t (A2), all t ≥ 0. Hence Φu

t is a
function of u ∈ Sn.

We define the graph transform operator G : X→ X by

(5.10) G(ξ)(u) = ΦI
1(Φu

−1(u), ξ(Φu
−1(u))), (u ∈ Sn, ξ ∈ X).

We have

graph(G(ξ)) = Φ1(graph(ξ)).

We claim that G is a contraction mapping. For this, fix u0 ∈ Sn and choose
I1, I2 ∈ [IQ,∞). Let (ui(s), Ii(s)) denote the solutions of (5.8,5.9) with ui(0) = u0,
Ii(0) = Ii, i = 1, 2. Since Φu is independent of I, we may set ui(s) = u(s), i = 1, 2,
where u(s) = ΦI

s(u0). Set ∆(s) = (I1− I2)(s). Computing ∆̇ using (5.9), we find
that

∆̇ = 2pρ(u)∆.

Now for all u ∈ Sn, 2pρ(u) ≤ −K, where K = infu∈Sn −ρ(u) > 0. It follows
from Gronwall’s inequality (or directly) that |∆(1)| ≤ e−K |∆(0)| and so

(5.11) |I1(1)− I2(1)| ≤ e−K |I1 − I2|.

In terms of the operator G, we have

‖G(ξ)− G(η)‖0 ≤ e−K‖ξ − η‖0, (ξ, η ∈ X).
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Since e−K < 1, it follows that G is a contraction mapping and so G has a unique
fixed point Ξ ∈ X.

As we have already pointed out, graph(Ξ) defines a topologically embedded
sphere S̃ ⊂ Sn×[IQ,∞) which is homeomorphic to Sn and separates Sn×[IQ,∞)
into two components. Since every trajectory with initial condition (I1, u1) ∈
Sn × (0,∞) eventually exits Sn × (0, IQ), it follows that the forward trajectory

of every point of Sn × (0,∞) is forward asymptotic to S̃. Consequently, every
flow-invariant subset of Sn × (0,∞) must be contained in S̃. In particular, S̃ is
the unique n-dimensional flow-invariant sphere contained in Sn × (0,∞).

We construct the required invariant spheres S(λ) ⊂ V , λ > 0, by transforming
S̃ back to V by our λ-dependent coordinate and rescaling transformations. The
composite of these transformations determines a topological equivalence between
the flow of (5.8,5.9) restricted to S̃ and the flow induced by (5.1) on S(λ). Finally
observe that the flow on S̃ is topologically equivalent to the flow of PQ. Indeed,
the required topological equivalence is obtained by restricting the projection map
Sn × R→ Sn to S̃ = graph(Ξ). �

Remarks 5.1.6. (1) Although the family of invariant spheres given by the-
orem 5.1.5 may have some differentiability properties, they will almost never be
smoothly (that is C∞) embedded. It is easy to construct examples where the
invariant spheres are not even C1-embedded (see exercises).
(2) If we assume that V is a G-representation and Q is G-equivariant, then the
invariant spheres given by theorem 5.1.5 are G-invariant. This can be seen in two
ways. First, we can make all the constructions and definitions used in the proof
of the theorem G-equivariant. (For example, work with the closed subspace of
continuous G-invariant maps on Sn.) Alternatively, note that it follows by the
G-equivariance of the flow and the uniqueness of the invariant spheres that all
the spheres are G-invariant.

Exercise 5.1.7. Consider the differential equationX ′ = X+Q(X), where Q :
R2 → R2 is homogeneous of degree 3 and contracting. Find examples where (a)
the differential equation has four or six or eight nontrivial hyperbolic equilibria;
(b) The invariant circle is not a C1 submanifold of R2; (c) The invariant circle is
a periodic orbit. In case (c), how smooth is the invariant circle?

5.1.1. Extensions and generalizations. Theorem 5.1.5 applies to differ-
ential equations which are of the form x′ = λx+Q(x), where Q is a homogeneous
polynomial of odd degree. This result is already very effective for the analysis of
a wide range of problems in equivariant bifurcation theory – for example, most of
the 3-determined bifurcation problems considered in the previous chapter. How-
ever, it is useful to describe what happens when we allow for higher order terms
as well as dependence of nonlinear terms on λ. Some of the results we describe
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depend on the theory of normal hyperbolicity [93] and we shall omit most techni-
cal details of proofs. We shall also restrict attention to the most interesting case
where Q is of degree three.

Lemma 5.1.8. Let Q ∈ P 3(V, V ), H ∈ C∞(V, V ), J ∈ C∞(V × R, V ) and
define

(5.12) x′ = λx+Q(x) + λH(x) + J(x, λ).

Suppose that Q is contracting, H(x) = O(‖x‖2) and J(x, λ) = O(‖x‖4). We
may find λ0 > 0, such that if λ ∈ (0, λ0], and we polar blow-up V and rescale by
R2 = λI, s = λt, then the system (5.12) transforms to

u̇ = I(PQ(u) + λ
1
2O(1))(5.13)

İ = 2I(1 + Iρ(u) + λ
1
2O(1))(5.14)

Proof. A straightforward computation similar to that used in the proof of
Theorem 5.1.5. �

Corollary 5.1.9. (Assume the hypotheses of Lemma 5.1.8.) Suppose that
PQ is a structurally stable vector field on Sn. There exists λ1 ∈ (0, λ0] and an
open neighbourhood U of 0 ∈ V such that for every λ ∈ (0, λ1]. the differential
equation (5.12) has a flow-invariant sphere S(λ) ⊂ U such that

(1) For every x ∈ U , x 6= 0, the trajectory of (5.12) through x is forward
asymptotic to S(λ).

(2) The flow of (5.12) restricted to S(λ) is topologically equivalent to that of
PQ on Sn.

Proof. We sketch the main ideas (which depend on general results on struc-
tural stability [163, 148]). As in the proof of theorem 5.1.5, it suffices to consider

u̇ = PQ(u) + λ
1
2O(1))(5.15)

İ = 2 + 2Iρ(u) + λ
1
2O(1)).(5.16)

Suppose λ = 0 and let S̃ ⊂ Sn × [IQ,∞) be the invariant sphere given by (the

proof of) theorem 5.1.5. Choose an open neighbourhood U of S̃ such that ∂U
is smooth and the vector field defined by (5.15,5.16) is transverse to ∂U and
everywhere inward pointing. Let πU : U → Sn denote the projection onto Sn.
Let Φt : U → U denoted the associated semiflow. We remark that Φt can be
extended to a smooth flow on Sn+1 ⊃ U with two repelling hyperbolic points
in Sn+1 \ U and such that the trajectory through every other point of Sn+1 \ U
eventually crosses ∂U . The flow of PQ is topologically equivalent to the induced

flow Φt|S̃ : S̃ → S̃. Each basic set Λ in the spectral decomposition [163] of
PQ corresponds to a transitive invariant set Λ̃ = π−1

U (Λ) ∩ S̃ for Φt. If W s(x) is
the stable manifold through x ∈ Λ, then π−1

U (W s(x)) is the stable manifold for

x̃ = π−1
U (x)∩S̃ ∈ Λ̃. Similarly, we may lift W u(x) to the unstable manifold W u(x̃)
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through x̃ which projects 1:1 onto W u(x). We show that each set Λ̃ is hyperbolic
for Φt – this is elementary if Λ̃ is either an equilibrium point or a limit cycle. The
requisite Axiom A and strong transversality conditions characterizing structural
stability continue to hold on U . Since the basic sets we add to extend Φt to Sn+1

are both hyperbolic repellors, it follows that Φt : Sn+1 → Sn+1 satisfies Axiom A
and the strong transversality condition and so is structurally stable [148]. The
same is true for (5.15,5.16) for sufficiently small positive values of λ. �

Corollary 5.1.10. (Assume the hypotheses of Lemma 5.1.8.) Let λ = 0
and suppose that the invariant sphere S̃ for (5.13,5.14) is normally hyperbolic.
Then there exists λ1 ∈ (0, λ0] and an open neighbourhood U of 0 ∈ V such that
for every λ ∈ (0, λ1]. the differential equation (5.12) has a flow-invariant sphere
S(λ) ⊂ U such that for every x ∈ U , x 6= 0, the trajectory of (5.12) through x is
forward asymptotic to S(λ).

Proof. This is a standard application of results on the persistence of nor-
mally hyperbolic sets [93]. �

Corollary 5.1.11. Suppose that z′ = λz + F (z) where J2F (0) = 0. Let ZR
be the one parameter family of smooth vector fields on S(V ) defined by

ZR(u) = R−2(F (Ru)− (F (Ru), u)u), (u ∈ S(V )).

If R 6= 0, then every zero u0 = u(R) of ZR determines a unique zero z(u0) of
z′ = λz + F (z), where λ = λ0 is uniquely determined by u0.

Proof. In order that Ru0 be a zero of z′ = λz + F (z), it suffices that λR +
(F (Ru0), u0) = 0. That is, λ0 = −R−1(F (Ru0), u0). �

Remark 5.1.12. Let (V,G) be absolutely irreducible. If X ∈ S(V,G), then
for the computation of Σ?(X) we may always assume that higher order terms
are independent of λ (this uses equivariant transversality – see chapter 7). Thus,
it follows from corollary 5.1.11 that, for stable families, branches correspond to
curves u(R) of zeros in S(V ) for the one parameter families ZR.

5.1.2. Applying the invariant sphere theorem. Let (V,G) be absolutely
irreducible. Assume that P 2

G(V, V ) = {0} and G-equivariant bifurcation problems
on (V,G) are 3-determined.

Suppose X ∈ V0 can be written X(x, λ) = λx + Q(x) = JQ(x, λ), where
Q ∈ P 3

G(V, V ). For a ∈ R, define Xa(x, λ) = X(x, λ) + a‖x‖2x. If X ∈ S(V,G)
(X is stable), it follows from results we prove in chapter 7 that

(1) For all but finitely many values of a ∈ R, Xa ∈ S(V,G).
(2) For all a ∈ R, Σ(Xa) = Σ(X).

Note that this result is easy to verify for the hyperoctahedral representations
(Rk, Hk) since the branches of solutions are in 1:1 correspondence with zeros of
the phase vector field which is independent of the radial term a‖x‖2x.
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Consequently, if we are interested in the branching pattern, rather than the
signed indexed branching pattern, it is no loss of generality to add a radial term
a‖x‖2x and take a sufficiently negative so that Q(x) + a‖x‖2x is contracting.
There are several advantages to this approach. First of all, the problem of deter-
mining the branching pattern is reduced to that of finding the equilibria of the
phase vector field PQ. More interestingly, the dynamics of the phase vector field
PQ determine the dynamics generated by the associated (supercritical) bifurca-
tion of X. That is, if the conditions of the invariant sphere theorem hold, all
branching is supercritical. Hence we can explore the dynamics generated in the
bifurcation merely by examining dynamics of PQ on Sn. Since Sn is compact,
this allows the easy use of topological tools (such as the Euler-Poincaré index) to
determine the number of equilibria. Although the phase vector field will typically
not be structurally stable (in the class of non-equivariant vector fields) it will of-
ten be equivariantly structurally stable. This allows the possibility of proving
equivariant generalizations of corollary 5.1.9.

5.2. The examples of dos Reis and Guckenheimer & Holmes

A feature of equivariant dynamics is the presence of robust saddle connections
that would be non-generic for asymmetric vector fields. More formally, a sad-
dle connection is a non-transverse intersection of stable and unstable manifolds.
Nevertheless this type of intersection can sometimes persist under equivariant
perturbations of the vector field and provides an example of what we later call
G-transversality (see chapter 6). In figure 1, we show a robust saddle connection
for a Z2-equivariant vector field on R2. In this case (R2)Z2 is the x-axis and a, b
are hyperbolic saddles on the x-axis. The connection between a and b cannot be
broken by Z2-equivariant perturbations of the vector field.

Z2a b

Figure 1. Robust non-transverse saddle connection

Dos Reis [146], as part of a classification of structurally stable equivariant
vector fields on 2-manifolds, observed that it was possible to have a robust cycle
of non-transverse saddle connections for a Z3

2-equivariant vector field on the two-
sphere. This type of cycle is called a heteroclinic cycle (or homoclinic cycle, if the
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connection is between equilibria on the same group orbit). This phenomenon was
rediscovered in the context of bifurcation theory by Guckenheimer & Holmes [87]
(homoclinic cycles are also a well-known phenomenon in the theory of Lotka-
Volterra equations and population models [122, 94, 95]).

We shall describe the example of Guckenheimer and Holmes as it provides a
nice application of the invariant sphere theorem to equivariant dynamics.

With a view to subsequent applications, we first establish some general con-
ventions. Unless stated to the contrary, we restrict to absolutely irreducible
representations (Rn, G) where n ≥ 3, G = ∆n o T ⊂ Hn and T is a transitive
subgroup of Sn. We define the ‘spherical simplex’

Λn−1 = {(u1, . . . , un) ∈ Sn−1 | u1, . . . , un ≥ 0}.
We remark that Λn−1 is a T -invariant fundamental domain for the action of ∆n

on Sn−1 (see (a,b,c) below). Let Λ◦n−1 denote the interior of Λn−1. We record the
following properties of Λn−1.

(a) ∪g∈∆ngΛn−1 = Sn−1.
(b) For all g ∈ ∆n, gΛ◦n−1 ∩ Λ◦n−1 6= ∅ if and only if g = I.
(c) Λn−1 is T -invariant.

Every point in ∂Λn−1 lies on a coordinate hyperplane. Since a coordinate hyper-
plane is a fixed point subspace of Rn disjoint from Λ◦n−1, ∂Λn−1 is flow invariant
for any smooth G-equivariant vector field on Sn−1. Consequently, in order to
describe the dynamics of a G-equivariant vector field X on Sn−1, it suffices to
describe the dynamics of X|Λn−1.

Suppose that n = 3 and G = ∆3 o Z3. Let Q = (Q1, Q2, Q3) ∈ P 3
G(R3,R3).

Since Q is ∆3-equivariant, Qi = xiQ̃i(x
2
1, x

2
2, x

2
3), where Q̃i is linear, i = 1, 2, 3.

By Z3-equivariance, once we know Q̃1 the remaining components can be obtained
by cyclic permutation of the coordinates. Since Q̃1 is linear we therefore have

Q1(x1, x2, x3) = x1(a‖x‖2 + a2x
2
2 + a3x

2
3),

Q2(x1, x2, x3) = x2(a‖x‖2 + a2x
2
3 + a3x

2
1),

Q3(x1, x2, x3) = x3(a‖x‖2 + a2x
2
1 + a3x

2
2).

where a, a2, a3 ∈ R.

Lemma 5.2.1. Q is contracting if and only if

(5.17) a < 0, 3a+ a2 + a3 < 0.

Proof. We have (Q(x), x) = a‖x‖4 + (a2 + a3)(x2
1x

2
2 + x2

2x
2
3 + x2

3x
2
1). Taking

x = (1, 0, 0) and x = (1, 1, 1), we see that (5.17) is a necessary condition for Q to
be contracting. For sufficiency, note that a‖x‖4 = a

2

∑

i<j(x
2
i − x2

j)
2 + 3a(x2

1x
2
2 +

x2
2x

2
3 + x2

3x
2
1). �

If (5.17) is satisfied, we may apply the invariant sphere theorem and reduce
the analysis of equivariant bifurcations of x′ = JQ(x, λ) at zero to the analysis
of PQ|Λ2. In this case, Λ2 is the spherical triangle with vertices p100 = (1, 0, 0),
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p010 = (0, 1, 0), and p001 = (0, 0, 1) (see figure 4 and note these vertices have
maximal isotropy). The coordinate planes meet S2 in three invariant circles
which determine the boundary of Λ2. We denote the other point in Λ2 with
maximal isotropy by p111 = (1, 1, 1)/

√
3 (R(1, 1, 1) is an axis of symmetry).

Using lemma 4.6.6, it is easy to compute the eigenvalues of the linearization of
PQ at p100 and p111. We find that the eigenvalues of the linearization at p100 are a3

and a2 with corresponding eigenspaces Re2 and Re3 respectively. The remaining
eigenvalues and eigenspaces at p010, p001 are obtained by cyclic permutation.

The complex eigenvalues of the linearization of PQ at p111 are

1

3
(−(a2 + a3)± ı

√
3(a2 − a3)).

The corresponding eigenspace is the plane x1 + x2 + x3 = 0. The eigenvalues at
p111 are real if and only if a2 = a3.

We claim that PQ has equilibria of submaximal isotropy type (Z2) if and only
if a2a3 ≥ 0. Since points with isotropy type (Z2) lie on ∂Λ2, one coordinate is
zero. It suffices to look for equilibria of the form (u, v, 0), uv 6= 0. Now (u, v, 0)
is an equilibrium of PQ if and only if JQ((u, v, 0), λ) = 0 for some λ. Computing,
the latter condition is equivalent to

λu+ u(a(u2 + v2) + a2v
2) = 0,

λv + v(a(u2 + v2) + a3u
2) = 0.

Divide the first equation by u, the second by v and subtract the second equation
from the first. We obtain

a2v
2 = a3u

2.

This equation has non-zero solutions if and only if a2a3 ≥ 0. If a2a3 > 0, we
denote the equilibrium point with submaximal isotropy (Z2) lying on the edge
joining p100 and p111 by p110. We leave it as an exercise for the reader to show
that if a2a3 > 0, then p110 is a hyperbolic saddle point (the eigenvalues of the
linearization of PQ at p110 are real, non-zero and of opposite sign). Hence all the
zeros of PQ we have found so far are hyperbolic provided that

a2a3, a2 + a3 6= 0.

The corresponding branches of x′ = JQ(x, λ) will be hyperbolic if, in addition, a 6=
0. Granted these conditions on the coefficients, it follows either by theorem 4.9 or
direct computation, that we have located all the zeros of PQ and corresponding
branches of x′ = JQ(x, λ).

Referring to figure 2, the stabilities of the equilibria of PQ remain constant
on the open regions ±A1, ±A2, ±A3 of (a2, a3)-parameter space. If we vary
(a2, a3) counterclockwise round the unit circle in the (a2, a3)-plane, we obtain
the sequence of phase portraits for PQ shown in figure 3. In figure 3(a), we
have taken a2 = a3. In this case PQ is H3-equivariant and a gradient vector
field. In particular, PQ can have no periodic orbits. As we approach the line
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Figure 2. Regions of stability for PQ

a2 = 0, the saddle point p110 moves counter-clockwise along the boundary of Λ2

as shown in figure 3(b). The linearization of PQ at p111 has complex eigenvalues.
In figure 3(c), we have taken a2 < 0, a3 > 0 and a2 + a3 > 0. The saddle point
p110 has now disappeared and PQ has no sources. Instead, PQ has a homoclinic1

cycle comprised of the stable and unstable manifolds (within Λ2) of the saddle
points p100, p010, p001. The point p111 is a sink. As we cross the line a2 + a3 = 0,
PQ undergoes a degenerate Hopf bifurcation. We leave it as an exercise – see
below – to show that when a2 + a3 = 0, all trajectories of PQ not lying on the
homoclinic cycle or equal to p111 are periodic (with orbits given by u1u2u3 = c,
c ∈ (0,

√
3/9).)

Passing into the region A3, p111 becomes a source and we continue to have a
homoclinic cycle joining the saddle points p100, p010, p001 – see figure 3(d).

When we move into −A1, −A2 and −A3, we get the corresponding pictures
we saw for A1, A2 and A3 but with arrows reversed.

Let a2a3 < 0 and denote the corresponding homoclinic cycle of PQ by Σ. We
say that Σ is an attracting homoclinic cycle if we can find an open neighborhood U
of Σ such that every trajectory of PQ through a point of U is forward asymptotic
to Σ. Similarly, we say Σ is repelling if we can find U such that backward
trajectories through points of U are asymptotic to Σ. It follows from a theorem
of dos Reis [146], that Σ is attracting (respectively, repelling) if the absolute value
of the product of the negative eigenvalues round Σ is greater than (respectively,
less than) the product of the positive eigenvalues round Σ. Applying dos Reis’
theorem, we see that if a2 < 0 < a3, then Σ is attracting (respectively, repelling)
if |a2| > a3 (respectively, |a2| < a3). In our situation, this result may be easily
deduced using the Lyapunov function V (u1, u2, u3) = u1u2u3

1The connections are between equilibria on the same G-orbit
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Figure 3. Dynamics on Λ2
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Figure 4. An attracting homoclinic cycle on S2

Exercise 5.2.2. Show that if V (u1, u2, u3) = u1u2u3, then we have V̇ =
(a2 + a3)ρ(u1, u2, u3)V , where ρ ≥ 0 on Λ2 and is equal to zero if and only if
u1 = u2 = u3 = 1/

√
3. Deduce that Σ is an attracting homoclinic cycle if

a2 + a3 < 0 and repelling if a2 + a3 > 0. Show also that if a2 + a3 = 0 then
trajectories through points not lying on ∂Λ2 ∪ {p111} are periodic.
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A degenerate Hopf bifurcation occurs at points (a2, a3) satisfying a2 + a3 = 0
(see the previous exercise). If we are prepared to add higher order equivariant
terms to Q and consider, via the invariant sphere theorem, the corresponding
perturbation of PQ, it is possible to obtain a non-degenerate Hopf bifurcation –
relative to an arc of parameters cutting the line a2 + a3 = 0 transversally. How-
ever, we never obtain branches of limit cycles for generic primary G-equivariant
bifurcations. Branches of limit cycles only appear stably in secondary bifurca-
tions.

We refer the reader to [87, 74] for more detailed computations and a discus-
sion of the relevance of this example for applications.

5.3. Steady state bifurcation to limit cycles

Let G = ∆4 o Z4 ⊂ O(4). In this section, we describe some of the new
dynamical phenomena that can occur in G-equivariant bifurcations on R4 (most
of what we say is a summary of results presented in [74] and we refer the reader
to that article for details of proofs we omit). We also look at the dynamical
implications of replacing G by the index two subgroup G? = (∆4 o Z4)′ (G?

continues to act absolutely irreducibly on R4).

5.3.1. Axes of symmetry in Λ3.

(1) There are four axes Re1, . . .Re4 associated with the maximal isotropy
type (Z3

2). We let p1000 = (1, 0, 0, 0) denote the intersection of Re1 with
the positive orthant of S3 and similarly define p0100, p0010, p0001.

(2) There is one axis R(1, 1, 1, 1) with associated maximal isotropy type (Z4).
We denote the corresponding point on the positive orthant Λ3 of S3 by
p1111.

(3) There are two axes R(1, 0, 1, 0), R(0, 1, 0, 1) with associated maximal
isotropy type (Z2

2 × S2). We denote the corresponding points on Λ3 by
p1010 and p0101.

Aside from the points p0100, . . . , p0101 described above, all other points in Λ3 ⊂ S3

have submaximal isotropy.

5.3.2. Cubic equivariants. Let Q = (Q1, . . . , Q4) ∈ P 3
G(R4,R4). Just as

in the previous section, it suffices to find Q1 since the remaining components of
Q are obtained by cyclic permutation of the variables in Q1. We find that

Q1(x) = x1(a‖x‖2 + a2x
2
2 + a3x

2
3 + a4x

2
4), (x = (x1, . . . , x4) ∈ R4),

where a, a2, a3, a4 ∈ R.

Lemma 5.3.1. The polynomial Q is contracting if and only if

(5.18) a, 2a+ a3, 4a+ a2 + a4, 4a+ a2 + a3 + a4 < 0.
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Proof. We leave this as an exercise for the reader (details are in [74]). �
Suppose that Q is contracting. Just as in our analysis of the Guckenheimer-

Holmes example, it suffices to consider the dynamics of PQ|Λ3.
Equilibria of PQ. We have already identified seven equilibria of PQ|Λ3 that

are forced by symmetry. Since G ⊂ H4, we can also expect that for certain values
of a2, a3, a4 there will be equilibria p1100, p0110, p0011 and p1001 on the edges of Λ3

and equilibria p1110, p0111, p1011 and p1101 on the faces of Λ3. Since G ⊂ H4, it
follows from the results of chapter 4 that there will be an open and dense subset
A of the space of coefficients a2, a3, a4 such that for all (a2, a3, a4) ∈ A, PQ has
at most 15 equilibria and all of these equilibria will be hyperbolic.

Lemma 5.3.2 ([74]). Define

κ0 = a2
2+a4(a3−a2), κ1 = a3(a2−a3+a4), κ2 = a2

4+a2(a3−a4), κ = κ0+κ1+κ2.

(1) The eigenvalues of the linearization of PQ at p1000 are

(5.19) a4, a3, a2

with eigenspaces Re2, Re3 and Re4 respectively.
(2) The eigenvalues of the linearization of PQ at p1111 are

(5.20) (a3 − (a2 + a4))/2, −(a3 ± ı(a2 − a4))/2.

(3) The eigenvalues of the linearization of PQ at p1010 are

(5.21) (a2 − a3 + a4)/2 (multiplicity 2), −a3.

(4) There exist zeros with submaximal isotropy type (Z2
2) if and only if a2a4 >

0. If a2a4 > 0, the eigenvalues of the linearization of PQ at p1100 are

(5.22)
−2a2a4

a2 + a4

,
κ2

a2 + a4

,
κ0

a2 + a4

.

(5) There exist equilibria with submaximal isotropy type (Z2) if and only if

(5.23) sgn(κ0) = sgn(κ1) = sgn(κ2) 6= 0

If this condition holds, the eigenvalues of the linearization of PQ at p1110

are
2σ+

κ
,

2σ−
κ
,
κ1((a2 − a4)2 + a2

3)

κa3

,

where σ± are the solutions to

σ2 + σa3(a2
2 + a2

4) + κ1κ2κ3 = 0.

Proof. We verify the conditions for the existence of equilibria of isotropy
type (Z2) and leave the remaining straightforward – if tedious – computations
to the reader (more details are in [74]). Suppose then that there is a solution



128 5. EQUIVARIANT BIFURCATION THEORY: DYNAMICS

p
1111

p

p

p

p

p p

0001

0100

0101

0010
1000 1010

Figure 5. Edge cycle on Λ3

of isotropy type (Z2). That is, there exists (u1, u2, u3, 0) ∈ S3, with u1u2u3 6= 0,
and c ∈ R, such that

u1(a2u
2
2 + a3u

2
3) = cu1,

u2(a2u
2
3 + a4u

2
1) = cu2,

u3(a3u
2
1 + a4u

2
2) = cu3.

Since u1u2u3 6= 0, it follows that

a2u
2
2 + a3u

2
3 = a2u

2
3 + a4u

2
1 = a3u

2
1 + a4u

2
2.

Eliminating u2
3 from these equations we find that κ1u

2
1 = κ0u

2
2 and so sgn(κ0) =

sgn(κ1). Eliminating u2
1 we find κ2u

2
2 = κ1u

2
3 and so sgn(κ1) = sgn(κ2). Hence

(5.23) is a necessary condition for the existence of solutions of isotropy type (Z2).
The proof of the converse is similarly straightforward. �

5.3.3. Homoclinic cycles. It follows from lemma 5.3.2 (1,4) that if a2a4 <
0, then there is a homoclinic cycle ΣE connecting the vertices p1110, . . . , p0001. We
refer to figure 5 for the case a2, a3 < 0 < a4. We refer to ΣE as an edge cycle as
it is comprised of edges from the simplex Λ3.

Let F denote the 2-face of Λ3 defined by the vertices p1000, p0100, p0001. It is
possible to choose a2, a3 < 0 < a4 such that either p0101 is a source in the face F
and there is no submaximal equilibrium p1101 or p0101 ∈ F is a saddle and there
is a source p1101 ∈ F .
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There are various types of attractivity (and repulsiveness) that are displayed
by the edge cycle ΣE. Before we describe these properties, we need some new
notation and definitions.

Let d denote the G-invariant metric on S3 induced from the Euclidean metric
on R4. Let Φt denote the flow of PQ. Let U be a nonempty open subset of Λ3

and u ∈ U . We say that u exits U if there exists T = T (u) > 0 such that

(1) Φt(u) ∈ U for all t ∈ [0, T ).

(2) ΦQ
T (u) 6∈ U .

We call T (u) the exit time (for u).
The set U is a transient set (for the flow Φt) if every point of U eventually

exits U . We allow the possibility that a trajectory which exits U may, at some
later time, re-enter U .

Define d∂ : Λ3 → R by

d∂(u) = inf{d(u,v) | v ∈ ∂Λ3}.

Let U be a neighbourhood of ΣE in Λ3. Define

U• = U \ ∂Λ3.

Definition 5.3.3 ([74]). (1) ΣE is an attracting heteroclinic cycle of PQ
if for every open neighbourhoodheteroclinic cycle!attracting V of ΣE in
Λ3 there exists an open neighbourhood U ⊂ V of ΣE such that the
forward trajectory of every u ∈ U lies in V and is forward asymptotic
to ΣE. We say ΣE is a repelling heteroclinic cycle if ΣE is attracting for
−PQ.

(2) ΣE is a boundary-attracting saddle if for every open neighbourhood V of
ΣE in Λ3 there exists an open neighbourhood U ⊂ V of ΣE and ε > 0
such that
(a) U• is transient.
(b) The forward trajectory of every u ∈ U ∩ ∂Λ3 lies within V ∩ ∂Λ3

and is forward asymptotic to ΣE.
(c) If u ∈ U• has exit time T = T (u) then d∂(ΦT (u)) > ε.

We say that ΣE is a boundary-repelling saddle if ΣE is a boundary-
attracting saddle for −PQ.

Remark 5.3.4. If ΣE is a boundary-attracting saddle, then the stable set
W s(ΣE) will be a subset of ∂Λ3. There will be an ‘unstable set’ W u(ΣE) such
that W u(ΣE)\ΣE lies in the interior of Λ3. In particular, the local unstable set of
ΣE points into the interior of Λ3 along ΣE. Viewed from ∂Λ3, ΣE is an attractor
but seen from the interior of Λ3, ΣE appears to be a repellor. This phenomenon
is qualitatively similar to the dynamics of the degenerate saddle z′ = −z3, where
the origin attracts points on the x and y-axis (z = x+ iy) and repels points along
the lines x± y = 0.
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Figure 6. Face cycle on Λ3

Proposition 5.3.5. Assume that a2a4 < 0. Let ΣE denote the homoclinic
cycle for the flow of PQ|Λ3.

(1) If a2 + a3 + a4, a3 < 0 (respectively, a2 + a3 + a4, a3 > 0), then ΣE is an
attracting (respectively, repelling) homoclinic cycle.

(2) If a2 + a3 + a4 > 0 > a3 (respectively, a2 + a3 + a4 < 0 < a3), ΣE is a
boundary-attracting saddle (respectively, boundary-repelling saddle).

Proof. A direct proof parts (1,2) is given in [74]. Part (1) of the result also
follows from more recent general (and by now standard) results on the stability
of heteroclinic cycles (see [108] and [94]). We give a proof of the more difficult
part (2) later in this section (see lemmas 5.3.9, 5.3.11, 5.3.12). �

It is also possible for Λ3 to support a face heteroclinic cycle.

Proposition 5.3.6. Assume that a2a4 > 0 and κ0κ2 < 0. Then Λ3 has a
face heteroclinic cycle ΣF joining the equilibria p1100, p0110, p0011 and p1001 (see
figure 6).

If κ0 + κ2 < 0 < a2 + a4 (respectively, κ0 + κ2 > 0 > a2 + a4), then ΣF is an
attracting (respectively, repelling) heteroclinic cycle.

Proof. We refer the reader to [74, Theorem 5.2] (or [108]). �
For the remainder of this section we assume that a2a4 < 0 and set ΣE = Σ.

By lemma 5.3.2, the eigenvalues of the linearization of PQ at p1111 are (a3 −
(a2 + a4))/2,−(a3 ± ı(a2 − a4))/2. Since a2a4 < 0 (and so a2 6= a3), we always
have a complex conjugate pair of eigenvalues. If a3 < 0 and a3 < a2 + a4, then
p1111 is a saddle-point with two-dimensional unstable manifold transverse to the



5.3. STEADY STATE BIFURCATION TO LIMIT CYCLES 131

symmetry line through p1111 joining p0101 to p1010 (see figure 5). It follows from
proposition 5.3.5 that if a2 + a3 + a4 > 0 > a3, then ΣE is a boundary-attracting
saddle. In this case, the unstable set W u(ΣE) points into the interior of Λ3. If
a2 + a3 + a4 > 0 > a3, and a2a4 < 0 then a3 < a2 + a4 and it is easy to check
from lemma 5.3.2 that PQ has no attracting equilibria in Λ3. Since ΣE is not an
attractor, this strongly suggests that the interior Λ3 contains recurrent dynamics.

Theorem 5.3.7. Suppose that

a2a4 < 0,(5.24)

a3(a2 + a3 + a4) < 0.(5.25)

then PQ has a periodic orbit contained in the interior of Λ3.

We need some preliminaries before we give the proof of theorem 5.3.7. We
denote the coordinates of points in Λ3 ⊂ R4 by (x1, . . . , x4) and regard subscripts
as being defined mod 4.

For i ∈ Z, we define the following subsets of Λ3 (see figure 7).

Ri = {(u1, . . . , u4) ∈ Λ3 | ui ≥ ui+2 and ui+1 = ui+3}
Fi = {(u1, . . . , u4) ∈ Ri | ui > ui+2 > 0 and ui+1, ui+3 > 0}
Ωi = {(u1, . . . , u4) ∈ Λ3 | ui ≥ ui+2 and ui+1 ≥ ui+3}
Di = {(u1, . . . , u4) ∈ Λ3 | ui > ui+2 > 0 and ui+1 > ui+3 > 0}

Let Λ◦3 denote the set of interior points of Λ3 ⊂ S3. For i ∈ Z we have

Fi = Λ◦3 ∩Ri, Di = Λ◦3 ∩ Ωi,

∂Λ3Ωi = ∂Λ3Di = Ri ∪Ri+1,

Z4Ωi = ∆3,

Ωi ∩ Ωi+1 = Ri+1.

Conditions (5.24,5.25) of the theorem imply that κ1 = a3(a2 + a4 − a3) < 0.
Using lemma 5.3.2(5), we may show that PQ has no equilibria of isotropy type
(Z2). Suppose that a3 < 0. Then the points p1010, p0101 are sources and the
one-dimensional stable manifold of p1111 is contained in the arc u1 = u3, u2 = u4

connecting p1010 and p0101.

Lemma 5.3.8. Suppose that a2, a3, a4 satisfy (5.24,5.25) and a4 > 0 > a2.
Then for 1 ≤ i ≤ 4 there exist smooth functions Ti : Fi → R satisfying

(1) Ti(u) > 0, all u ∈ Fi.
(2) Φ(u, Ti(u)) ∈ Fi+1 and Ti(u) is the smallest positive number for which

this is true.
(3) If g ∈ Z4 maps Fi to Fj then Tj = Tig.

A similar result holds if a4 < 0 < a2.
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Figure 7. The sets R1, Ω1

Proof. We construct T = T1 : F1 → R. The remaining maps Ti are then
defined by Z4-equivariance. We assume a3 < 0 and so, a3(a2 + a4 − a3) < 0, we
have a2 + a4 > a3.

For t ∈ [0, 1], define Lt : R3 → R by

Lt(x1, . . . , x4) = (1− t)(x1 − x3)− tx3.

The zero sets Ht = L−1
t (0) define a pencil of planes meeting Λ3 along the curve

u1 = u3 = 0. Clearly, H0 ∩ Ω1 = R2, H1 ∩ Ω1 is the face of Ω1 defined by u3 = 0
and

⋃

t∈[0,1]

Ht ∩ Ω1 = Ω1.

The normal to Ht, pointing towards F1 away from F2 in Ω1 is given by

nt = (1− t, 0,−1, 0).

Let u ∈ D1. Computing, we find that

(PQ(u), nt) = (1− t)u1((a2 − a4)(u2
2 − u2

4) + a3(u2
1 − u2

3)).

Since we are assuming a3, a2 < 0 < a4, it follows from the definition of D1 that

(PQ(u), nt) < 0, for all u ∈ D1, t ∈ [0, 1).

Hence, if u ∈ F1, the forward Φ-trajectory through u meets each Ht transversally,
t ∈ [0, 1). There are two possibilities: Either (1) Φt(u) is asymptotic to a zero
of PQ in Ω1 or (2) Φt(u) eventually exits D1. It follows from our remarks prior
to the statement of the lemma that there are no points in D1 lying in the stable
manifold of a zero of PQ. Hence (1) cannot occur. Consequently, the trajectory
Φt(u) eventually exits through a face of Ω1. Since ∂Λ3 is Φ-invariant and PQ
is inward pointing along F1, Φt(u) must exit through F2. Hence there exists a



5.3. STEADY STATE BIFURCATION TO LIMIT CYCLES 133

p
1111

p

p

p

p

p p

0001

0100

0101

0010
1000 1010

D+

x−axis

y−axis

ρ

q D+κ

Figure 8. The local section D+
1

(minimal) T (u) > 0 such that Φ(u, T (u)) ∈ F2. This construction defines the
required map T : F1 → R. The smoothness of T is a routine application of the
implicit function theorem. �

Let Ai : Fi → Fi+1 be the diffeomorphism defined by Ai(u) = Φ(u, Ti(u))
(notation of lemma 5.3.8). If we define S = A4 ◦A3 ◦A2 ◦A1 : F1 → F1, then S
is a smooth Z4-equivariant diffeomorphism of F1. We regard S as the Poincaré
map of Φ associated to the cross-section F1.

Fix a point q ∈ Λ3 lying in the interior of the edge E12 joining p1000 to
p0100. Let Dr denote the open r-disk, center zero in R2. Set D1 = D and let
D+ = {(x, y) ∈ D | x, y ≥ 0}. We similarly define D+

r , 0 < r < 1. Fix an
embedding ρ : D → S3 such that (1) ρ t E12, (2) ρ(D) ∩ E12 = {q} and (3)
ρ(D) ∩ Λ3 = ρ(D+). Give ρ(D+) = D+

1 the coordinates inherited from D+. We
may assume that x = 0 corresponds to the face x3 = 0 and y = 0 to the face x4 = 0
(see figure 8). Let κ be the generator of Z4 satisfying κp1000 = p0100. We may
choose r ∈ (0, 1) such that Φt determines a Poincaré map P : D+

r → κD+ ≈ D+.
For x 6= 0, we define P (x, y) = Φt(x,y)(x, y), where t(x, y) is the smallest strictly
positive number such that Φt(x,y)(x, y) ∈ κD+. We define P (0, y) = 0 (κq). With
this definition of P it is easy to verify that P is continuous.

Lemma 5.3.9. Assume that a2, a3 < 0 < a4 and a3(a2 + a3 + a4) < 0. Let
µ = −a3

a4
, ν = −a2

a4
(so that µ+ ν ∈ (0, 1)).

(1) PQ is C1 linearizable at p1000.
(2) We may choose coordinates on D+

r and find continuous strictly positive
functions A,B : D+

r → R such that

P (x, y) = (A(x, y)xµy,B(x, y)xν).

Proof. The conditions on the coefficients imply that |a2 + a4| 6= |a3|, |a2 +
a3| 6= |a4| and |a4 + a3| 6= |a2|. Since PQ is C2 (in fact, C∞), it follows from
the Bellickii-Samoval linearization theorems [10, 11] that PQ is C1-linearizable
at p1000. Taking a C1-linear coordinate system at p1000, we can explicitly solve
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PQ on a neighbourhood of p1000 and hence estimate the time function t(x, y)
used in the definition of P (x, y). We omit the straightforward details (see [74] or
[108]). �

Remark 5.3.10. If a2 + a3 + a4, a2a4, a3 < 0, the second part of lemma 5.3.9
will hold provided that the non-resonance conditions |ai +aj| 6= |ak| are satisfied.
In this case µ+ν > 1 and this gives an easy way to prove that ΣE is an attracting
homoclinic cycle (see [74]). It can be shown that this result holds if the non-
resonance conditions fail.

Continuing with the notational assumptions of lemma 5.3.9, define

λd =
µ+

√

µ2 + 4ν

2
.

If a3(a2 + a3 + a4) < 0, and so µ + ν ∈ (0, 1), it follows that λd ∈ (0, 1).
The asymptotic behaviour of iterates of the map P defined in lemma 5.3.9 is
dominated by λd. Specifically, suppose that we are given c, α > 0. Let H(c, α)
denote the “hyperbola” in D+ defined by xαy = c and define

E(c, α) = {(x, y) ∈ D+ | xαy ≥ c}.
Lemma 5.3.11. (Notation as above.) Let P : D+

r → D+ be the map defined
by P (x, y) = (Axµy,Bxν), where A,B are for the present assumed to be strictly
positive constants. Set C = (BAλd)1/(1−λd). Let S : [0,∞) → [0,∞) be the map
defined by

S(c) = B(Ac)λd , c ∈ R.
Then

(1) For all c ∈ (0,∞), P (H(c, λd)) = H(S(c), λd); P (E(c, λd)) = E(S(c), λd).
(2) If λd < 1 (equivalently, µ+ ν < 1), then S(c) > c, for all c ∈ (0, C).
(3) We may choose a closed neighbourhood U of 0 ∈ D+

r and find ε > 0 such
that if we set U• = U \ ∂D+, then U• is transient and if x ∈ U• exits
after N iterations of P , we have d(PN(x), ∂D+) > ε.

Proof. Fix c > 0. The hyperbola H(c, λd) ⊂ D+ has parameterization
(t, ct−λd), t > 0. Computing, we find that P (t, ct−λd) = (T,B(Ac)λdT−λd), where
T = Actµ−λd . Hence, we have proved (1). The proof of (2) is a simple computation
which depends on the fact that C is the (unique) fixed point of S. It remains to
prove (3). Let x0 > 0 and set

y1 = Bxν0, y0 = B(
x0

Ay1

)ν/µ.

Let U be the open rectangular neighbourhood of O ∈ D with edges the x- and
y-axis together with the lines y = y1, x = x0. Using the conditions ν + µ < 1,
µ, ν > 0, we may find x̃0 > 0 such that for all x0 ∈ (0, x̃0], we have y0 < y1. Fix
x0 ∈ (0, x̃0]. A simple computation shows that if we choose ε > 0 satisfying

ε < min{x(1−ν)ν/µ
0 , Bxν0},
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then every X ∈ U• eventually exits U . If X ∈ U• exits after N iterations of P ,
then d(PN(X), ∂D+) > ε. �

A straightforward openness and continuity argument proves the following ex-
tension of lemma 5.3.11 which allows for the coefficients of P to be continuous
non-constant functions.

Lemma 5.3.12. (Notation as above.) Let P : D+
r → D+ be the map defined

by P (x, y) = (Axµy,Bxν), where A,B are strictly positive continuous functions.
Assume λd < 1. There exist C̄ > 0 and a continuous strictly monotone increasing
map S̄ : [0, C̄)→ [0,∞) such that

(1) For all c ∈ (0, C̄), P (H(c, λd)) ⊂ E(S(c), λd).
(2) We may choose a closed neighbourhood U of 0 ∈ D+

r and find ε > 0 such
that if we set U• = U \ ∂D+, then U• is transient and if x ∈ U• exits
after N iterations of P , we have d(PN(x), ∂D+) > ε.

Remark 5.3.13. Proposition 5.3.5(2) follows from lemma 5.3.12.

Proof of theorem 5.3.7 We assume a2, a3 < 0 < a4 (the proof is similar, or
follows by time-reversal, if a3 > 0 and/or a4 < 0 < a2). In order to prove that
PQ has a limit cycle in the interior of Λ3, it suffices to show that S : F1 → F1

has a fixed point. For this it suffices to construct a closed disc D ⊂ F1 such that
S(D) ⊂ D. It then follows from the Brouwer fixed point theorem that S has a
fixed point. Our construction of D depends on finding a solid torus

T ⊂ Λ◦3 \W s(p1111)

such that PQ is everywhere transverse to ∂T and inward pointing and T∩F1 = D
is a closed disc. It then follows from the transversality of PQ to ∂T that S(D) ⊂
D.

Let L ⊂ Λ3 denote the arc joining p1010, p0101 defined by the intersection
of Λ3 with the plane x1 = x3, x1 = x3. Since the equilibria p1010, p0101, p1111

are hyperbolic and W u(p1111) = L, it follows that we may construct a closed
neighbourhood V of L in Λ3 such that

(1) ∂V is smooth and diffeomorphic to a cylinder (with boundary contained
in ∂Λ3).

(2) PQ is transverse to ∂V and outward pointing.
(3) The forward trajectory of every point in V \ L eventually exits U .

It follows from lemma 5.3.12 that we can choose a transverse local section
D+ through a point q of the edge joining p1000 to p0100 and c, r > 0 such that
P 4(H(c, λd) ∩ D+

r ) ⊂ E(c′, λd), where c′ > 0. If u ∈ H(c, λd) ∩ D+
r , define

t(u) by P 4(u) = Φt(u)(u) and let M be the smooth surface with boundary and
corners swept out by Φt: M = ∪u∈H(c,λd)∩D+

r
Φu([0, t(u)]). Since the boundary

component ∪u∈H(c,λd)∩D+
r

(u, t(u)) is disjoint from H(c, λd)∩D+
r , we may deform

M to M ′ so that (a) PQ is everywhere transverse to M ′ and points into the
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interior of Λ3, and (b) M ′ is a smooth surface with boundary consisting of two
components, diffeomorphic to circles. We now continue the surface M ′ to ∂V .
Rounding corners where the extension meets ∂V , we obtain a smooth surface
K ⊂ Λ◦3 which equals M ′ near ΣE and ∂V away from the faces of Λ3. A further
deformation of K supported outside V and M ′ enables us to require PQ t K and
inward pointing (for this we can use transversality estimates used in the proof of
lemma 5.3.8). The surface K is a 2-torus and we let T ⊂ Λ◦3 denote the solid
torus comprising K together with all the points inside K, The intersection of T
F1 will be a closed 2-disk such that S(D) ⊂ D. �

5.3.4. Stabilities and a ‘hidden Hopf bifurcation’. Theorem 5.3.7 gives
no information on the number of limit cycles in Λ3 or their stabilities. We con-
jecture that there there is at most one limit cycle in Λ3 with stability determined
in the obvious way by the stabilities of the equilibria on Λ3. In particular, if
a3, a2a4, a3(a2 + a4 + a3) < 0, then the limit cycle should be attracting.

Fix the parameters a2, a4 and assume that a2 ± a4 6= 0. Set a3 = s and for
s ∈ R, consider the family PQ(s), where

Q1(s)(x1, . . . , x4) = x1 − x1(a‖x‖2 + a2x
2
2 + sx2

3 + a4x
2
4).

The eigenvalues of the linearization of PQ(s) at p1111 are given by

µs =
s− (a2 + a4)

2
, λs =

−s+ ı(a4 − a2)

2
, λ̄s =

−s− ı(a4 − a2)

2
.

It follows that for all s ∈ R, the imaginary parts of the complex conjugate pair
λs, λ̄s are non-zero. Further, for s near zero, the real eigenvalue µs is non-zero. As
s increases through zero, the complex conjugate pair λs, λ̄s cross the imaginary
axis at non-zero speed. The next result, which is proved in [74, section 4] using a
centre-manifold analysis, shows that there is a non-degenerate Hopf bifurcation
at s = 0.

Theorem 5.3.14. Assume a2 ± a4 6= 0 and set σ = −sign(a2 + a4).

(1) There exists α = α(a2, a4) > 0, such that PQ(s) has a branch of limit cy-
cles for s ∈ (0, σα]. As s→ 0, the period of the limit cycles is asymptotic

to 2/|a4 − a2| and the diameter to
√

|s|. The limit cycles are attracting
if σ = −1 and repelling if σ = 1. Furthermore, for c ∈ (0,−σα], PQ(s)

has no limit cycles in a neighbourhood of p1111.
(2) Let f ∈ V0(R4×R, G) and set Q = j3f0(0). Suppose that the coefficients

of Q satisfy a2±a4 6= 0, 4a+a2 +a4 6= 0 and a3 ∈ (0, σα] where σ, α are
as defined in (1). Then there exists λ0 6= 0, with sign(λ0) = −sign(4a+
a2 + a4), such that there is a branch of limit cycles of x′ = f(x, λ) for
λ ∈ (0, λ0]. As λ → 0, the period of the limit cycles is asymptotic
to |λ|−1/|(a4 − a2)| and the diameter is asymptotically proportional to
√

|λa3|. The limit cycles are attracting if σ < 0 < λ0, repelling if λ0 <
0 < σ and saddles if λ0σ > 0.
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We refer to the phenomenon described by theorem 5.3.14 (2) as a ‘hidden Hopf
bifurcation’. Using part (1) if the theorem, it is possible to identify non-empty
open subsets of the (a2, a3, a4)-parameter space for which there exist exactly one
limit cycle in Λ3.

Remarks 5.3.15. (1) In this section we have emphasized phenomena asso-
ciated to the edge cycle ΣE; notably the co-existence of ΣE and a limit cycle.
It follows from theorem 5.3.14 and proposition 5.3.6, that the face cycle ΣF can
also coexist with a limit cycle.
(2) If instead of the group ∆4 o Z4, we look at the determinant one subgroup
G? = (∆4oZ4)′, the regions Λ3 are no longer flow-invariant for PQ. The compo-
nents of a general homogeneous cubic equivariant Q are given by

Qj(x1, . . . , x4) = xj(a‖x‖2 + Σ4
i=2aix

2
i+j−1) + (−1)jex1 . . . x̂j . . . x4,

whereˆdenotes omission and a, . . . , e ∈ R. If a2a4 < 0, we continue to have the
edge cycle ΣE but now trajectories can wind around ΣE, exit Λ3 and explore other
parts of S3. Chaotic dynamics are seen in numerical explorations of the dynamics
of PQ. If we look at a G?-equivariant family x′ = X(x, λ), X ∈ V0(R4 × R,R4),
then the bifurcation that occurs as λ passes through zero can result in bifurcation
to chaotic dynamics or ‘instant chaos’. We refer the reader to the articles by
Guckenheimer & Worfolk [89], and Worfolk [182] for more details about this
phenomenom. (We give another example of instant chaos in the next section.)

5.4. Bifurcation to complex dynamics in dimension four

In this section we describe some of the complex dynamics associated to bi-
furcations on a four dimensional absolutely irreducible representation. This rep-
resentation also gives the lowest dimensional example where the converse to the
MISC fails. We start with a description of the representation which closely fol-
lows [61, Appendix].

Let Ĝ ⊂ S5 be the group generated by s = (12345), t = (2453) ∈ S5. Straight-

forward computations verify that st = ts2 and |Ĝ| = 20. It is easy to see that Ĝ is
isomorphic to the group Aff1(F5) of affine automorphisms of F5 (see section 4.5.6
and examples 1.2.7(4)). Take the standard irreducible representation of S5 on

R4 and restrict to Ĝ. Since Ĝ is a doubly transitive subgroup of S5, (R4, Ĝ) is
absolutely irreducible by lemma 4.10.2.

Exercise 5.4.1. (1) Verify the relations ts = s3t, ts3 = s4t and ts4 = s2t.

(2) Verify that 〈s〉 is a normal subgroup of Ĝ and that Ĝ = 〈s〉o 〈t〉.

5.4.1. A basis for the action of Ĝ on C4. Complexifying the action of
Ĝ, we obtain a complex irreducible action of Ĝ on C4. Let S denote the 5 × 5
permutation matrix corresponding to the generator s = (12345). Set e

2πı
5 = ω.

The eigenvalues of S : C5 → C5 are {ωk | k = 0, . . . , 4}. The eigenvectors ei
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corresponding to ωi, 1 ≤ i ≤ 4 are

e1 = (1, ω4, ω3, ω2, ω),

e2 = (1, ω3, ω, ω4, ω2),

e3 = (1, ω2, ω4, ω, ω3),

e4 = (1, ω, ω2, ω3, ω4).

Since
∑4

i=0 ω
i = 0, {e1, e2, e3, e4} is a basis for C4 ∼= z1 + . . . z5 = 0.

Lemma 5.4.2. Relative to the basis {e1, e2, e3, e4} we have

s(z1, z2, z3, z4) = (ωz1, ω
2z2, ω

3z3, ω
4z4),

t(z1, z2, z3, z4) = (z3, z1, z4, z2).

Proof. We leave the straightforward verification to the reader. �

Lemma 5.4.3. Let V be the four dimensional real subspace of C4 defined by

V = {(z1, z2, z̄2, z̄1) | z1, z2 ∈ C}.

Then

(a) V is a Ĝ-invariant subspace of C4 and (V, Ĝ) ∼= (R4, Ĝ) (as real repre-
sentations).

(b) Relative to the complex coordinates (z1, z2) on V , we have

s(z1, z2) = (ωz1, ω
2z2),

t(z1, z2) = (z̄2, z1).

Proof. Since ω̄ = ω4 and ω̄2 = ω3, Ĝ-invariance of V follows from

s(z1, z2, z̄2, z̄1) = (ωz1, ω
2z2, ω2z3, ω4z4),

t(z1, z2, z̄2, z̄1) = (z̄2, z1, z̄1, z2).

Since (R4, Ĝ) is absolutely irreducible, (C4, Ĝ) is isomorphic as a real representa-

tion to two copies of (R4, Ĝ). In particular, every nontrivial Ĝ-invariant subspace

of (C4, Ĝ) is isomorphic as a real representation to (R4, Ĝ). �

5.4.2. The representation (V,G). Let G ⊂ O(V ) be the group gener-

ated by Ĝ and −IV . Obviously, |G| = 40, (V,G) is absolutely irreducible and
P 2n
G (V, V ) = {0}, n ≥ 0. We leave as an exercise the straightforward computation

that a vector space basis {R, p, q} for P 3
G(V, V ) is given by

R(z1, z2) = (|z1|2 + |z2|2)(z1, z2),

p(z1, z2) = (z̄2
1 z̄2, z1z̄

2
2),

q(z1, z2) = (z3
2 , z̄

3
1).
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Exercise 5.4.4. (1) Verify that {R, p, q} is a basis for P 3
G(V, V ).

(2) Show that q1(z1, z2) = (z̄2
2 , z

2
1), q2(z1, z2) = (z̄1z2, z̄1z̄2) is a basis for P 2

Ĝ
(V, V ).

Hence show that there exists a nontrivial homogeneous quadratic Q ∈ P 2
Ĝ

(V, V )

such that (Q(x), x) = 0, all x ∈ V .

We will mainly be interested in looking at the dynamics and bifurcation theory

of normalized cubic truncations λz + Q(z) ∈ P (3)
G (V, V ). The next lemma gives

conditions when the invariant sphere theorem applies.

Lemma 5.4.5. Let Q(z) = αR(z) + βp(z) + γq(z), where α, β, γ ∈ R. Then
Q is contracting if and only if

α < 0, and |β + γ| < −2α.

Proof. Setting (z1, z2) = u and computing, we find that

(Q(u), u) = α‖u‖4 +
β + γ

2
(z̄3

1 z̄2 + z3
1z2 + z̄1z

3
2 + z1z̄

3
2).

Making the polar coordinate substitutions zi = rie
ıθi , i = 1, 2, we find that

(Q(u), u) = α(r2
1 + r2

2)2 + (β + γ)r1r2[r2
1 cos(3θ1 + θ2) + r2

2 cos(3θ2 − θ1)],

≤ α(r2
1 + r2

2)2 + |β + γ|r1r2(r2
1 + r2

2),

≤ α(r2
1 + r2

2)2 + |β + γ|r
2
1 + r2

2

2
(r2

1 + r2
2),

≤ (α +
|β + γ|

2
)(r2

1 + r2
2)2.

The sufficiency of the conditions follows immediately from this estimate. Neces-
sity follows by taking 3θ1 ∈ {0, π}, θ2 = 0 and r1 = r2. �

5.4.3. Geometry of the representation (V,G). Take complex coordi-
nates (z1, z2) on V and real coordinates (x1, y1, x2, y2), where zi = xi+ıyi, i = 1, 2.

Lemma 5.4.6. Representative proper fixed point spaces of (V,G) are given by

A = R(1, 0, 1, 0) = V 〈t〉 (axis of symmetry, 〈t〉 ∼= Z4).
B = R(1, 0,−1, 0) = V 〈−t〉 (axis of symmetry, 〈−t〉 ∼= Z4).

S = {(x1, 0, x2, 0) | x1, x2 ∈ R} = V 〈t
2〉 (submaximal stratum, 〈t2〉 ∼= Z2).

P = {(0, y1, 0, y2) | y1, y2 ∈ R} = V 〈−t
2〉 (maximal orbit stratum, 〈−t2〉 ∼=

Z2) and N(〈−t2〉)/〈−t2〉 ∼= Z4.

There are five axes of type (A), five axes of type (B), five planes of type (S) and
five planes of type (P). There are no three dimensional fixed point subspaces and
all other points in V have trivial isotropy.

The proof is straightforward and omitted.

Remark 5.4.7. Absolutely irreducible representations on Rn, n ≤ 3 have
one-dimensional maximal orbit strata. Hence lemma 5.4.6 gives the smallest
dimension for which one can have a two-dimensional maximal orbit stratum.
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5.4.4. Equilibria of a normalized cubic family. We consider the nor-
malized cubic family of 5.4.2 with α = −1. In coordinates we have

z′1 = λz1 − (|z1|2 + |z2|2)z1 + βz̄2
1 z̄2 + γz3

2 ,(5.26)

z′2 = λz2 − (|z1|2 + |z2|2)z2 + βz1z̄
2
2 + γz̄3

1 .(5.27)

From now on assume that |β + γ| < 2 and so, by lemma 5.4.5, the conditions of
the invariant sphere theorem hold.

For our computations of equilibria and their stabilities, it is useful to rewrite
the system (5.26,5.27) in real coordinates.

x′1 = λx1 − ‖x‖2x1 + β(x2
1x2 − y2

1x2 − 2x1y1y2) + γ(x3
2 − 3x2y

2
2),

y′1 = λy1 − ‖x‖2y1 + β(−x2
1y2 + y2

1y2 − 2x1y1x2) + γ(−y3
2 + 3x2

2y2),

x′2 = λx2 − ‖x‖2x2 + β(x1x
2
2 − x1y

2
2 + 2y1x2y2) + γ(x3

1 − 3x1y
2
1),

y′2 = λy2 − ‖x‖2y2 + β(y1x
2
2 − y1y

2
2 − 2x1x2y2) + γ(y3

1 − 3x2
1y1).

Equilibria along axes of symmetry. If λ > 0, there is a pair of equilibria ±a(λ)

on the axis A = V 〈t〉 ⊂ V 〈t
2〉 ⊂ S. Computing, we find that

a(λ) =

(√

−λ
β + γ − 2

, 0,

√

−λ
β + γ − 2

, 0

)

.

The eigenvalues of the linearization of the cubic system at ±a(λ) are

[−2λ :
4λγ

β + γ − 2
: λ

(γ + 3β)± ı(3γ − β)

β + γ − 2
].

We remark that −2λ is the eigenvalue associated to the radial direction and that
the eigenspace of the eigenvalue 4λγ

β+γ−2
lies in the x1, x2-plane S. The eigenspace

associated to the complex conjugate pair of eigenvalues is the y1, y2-plane P =
V (−t2) which meets S orthogonally. Note that these eigenvalues are complex
unless 3γ = β (and then the cubic equivariant will have S5-symmetry).

For λ > 0, there is a pair of equilibria ±b(λ) on the axis B = V 〈−t〉 ⊂ S given
by

b(λ) =

(√

λ

β + γ + 2
, 0,−

√

λ

β + γ + 2
, 0

)

.

The eigenvalues of the linearization of the cubic system at ±b(λ) are

[−2λ :
4λγ

β + γ + 2
: λ

(γ + 3β)± ı(3γ − β)

β + γ + 2
].

The eigenspace of 4λγ
β+γ+2

lies in the x1, x2-plane S. The eigenspace space associ-

ated to the complex conjugate pair of eigenvalues is the y1, y2-plane P.
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Thus far we have shown that for λ > 0 there are four nontrivial equilibria on
the plane S. The equations of the system restricted to S are

x′1 = λx1 − (x2
1 + x2

2)x1 + βx2
1x2 + γx3

2,(5.28)

x′2 = λx2 − (x2
1 + x2

2)x2 + βx1x
2
2 + γx3

1.(5.29)

Lemma 5.4.8. Let λ > 0. If γ 6= 0 and |β + γ| < 2, then ±a(λ), ±b(λ) are
the only nonzero equilibrium points of (5.28,5.29).

Proof. If (x1, x2) is an equilibrium of (5.28,5.29) and x1x2 6= 0, it is easy to
show that γ(x4

1 − x4
2) = 0. Hence, provided γ 6= 0, x1 = ±x2. �

Remark 5.4.9. A straightforward computation shows that if γ 6= 0, γ 6= β,
γ 6= 2β and β 6= 2γ, then (5.28,5.29) has a quadruple of hyperbolic complex
equilibria on the lines x1 = ±ıx2 (the eigenvalues of the linearization are real).
Counting real and complex equilibria and the origin of S, it follows that we have
found a total of 4 + 4 + 1 = 32 nonsingular equilibria on S. This is the maximum
number we can expect from Bézout’s theorem (theorem 4.9.1).

Equilibria on the y1, y2-plane P. Dynamics on P are governed by the system

y′1 = λy1 − (y2
1 + y2

2)y1 + βy2
1y2 − γy3

2,(5.30)

y′2 = λy2 − (y2
1 + y2

2)y2 − βy1y
2
2 + γy3

1.(5.31)

By lemma 5.4.6, N((−t2))/(−t2) ∼= Z4 acts freely on P and so the number of
nontrivial equilibria is divisible by four.

Proposition 5.4.10. Suppose λ > 0, γ 6= 0.

(a) If βγ < 0 or β2 < γ2, then (5.30,5.31) has no nontrivial equilibria.
(b) If β2 > γ2 and βγ > 0, then there exist two distinct Z4-orbits of non-

trivial equilibria of (5.30,5.31). One Z4-orbit will consist of hyperbolic
sinks, the other of hyperbolic saddles and (5.30,5.31) will have no other
nontrivial equilibria.

(c) If β = γ > 0, there is one Z4-orbit of singular nontrivial equilibria.

For a nonempty open dense subset of values of β, γ satisfying β2 > γ2 and βγ > 0,
the zeros given by (b) are hyperbolic zeros of (5.26,5.27).

Proof. If (y1, y2) is a nontrivial equilibrium of (5.30,5.31), we may show

(5.32) 2βy2
1y

2
2 = γ(y4

1 + y4
2).

Hence, for nontrivial solutions, β and γ have the same sign. Since γ 6= 0, there
are no nontrivial solutions of (5.32) with y1y2 = 0. Rewriting (5.32), we see that
y1/y2 satisfies the equation

X4 − 2
β

γ
X2 + 1 = 0.

This equation only has real solutions if β2 > γ2. Hence a necessary condition
for the existence of nontrivial equilibria is β2 ≥ γ2 and βγ > 0. In particular,



142 5. EQUIVARIANT BIFURCATION THEORY: DYNAMICS

there are no equilibria if either βγ < 0 or β2 < γ2. In case β = γ > 0, we find
by direct computation that there are four singular zeros on the lines y1 = ±y2.
Computing, we find that if we regard µ = β/γ as a parameter (and fix λ), then
(5.30,5.31) has a nondegenerate saddle-node bifurcation at µ = 1. Eigenvalues of
the linearization in the direction transverse to P are easily computed to be real,
nonzero and of opposite sign when µ = 1.

As we increase µ through one, we obtain two Z4-orbits of hyperbolic equilibria
(four saddles and four sinks). For µ > 1 close to one, these equilibria will be
hyperbolic within V not just the (y1, y2)-plane. A further computation verifies
that both Z4-orbits of equilibria will be hyperbolic (in V ) for all µ > 1. �

Proposition 5.4.11. There is an open and dense semialgebraic subset R of
the (β, γ)-plane such that if (β, γ) ∈ R then

(1) Every nontrivial zero of (5.26,5.27) is hyperbolic.
(2) Every nontrivial zero of (5.26,5.27) lies either on a G-orbit of the axis

A, or on a G-orbit of the axis B or on a G-orbit of the 2-plane P.

Moreover, there is a nonempty open subset C of R such that if (β, γ) ∈ C,
then (5.26,5.27) has no zeros on the maximal isotropy subspace P. In partic-
ular, the converse of the MISC fails for the representation (V,G).

Proof. By proposition 5.4.10 and the results of section 5.4.4, in particular
remark 5.4.9, there is a nonempty open subset U of the (β, γ)-plane such that
if (β, γ) ∈ U , then (5.26,5.27) has a total of at least 1 + 5 × 8 + 5 × 8 = 81
real and complex zeros, all of which are hyperbolic. Hence, by theorem 4.9.1, for
(β, γ) ∈ U there are exactly 81 zeros. In particular, there can be no equilibria
with trivial isotropy. If (β, γ) ∈ U , then αp+βq ∈ P 3

G(V, V ) is of hyperbolic type
and so the proposition follows by theorem 4.6.16. �

5.4.5. Dynamics close to the plane S. Dynamics on S are governed by
the system (5.28,5.29).

Since we are assuming that |β+γ| < 2, the conditions of the invariant sphere
theorem are satisfied for the original system (5.26,5.27) and hence for (5.28,5.29).
Consequently, (5.28,5.29) will have a globally attracting invariant circle C(λ), for
λ > 0. Necessarily, ±a(λ),±b(λ) ∈ C(λ).

Lemma 5.4.12. Let λ > 0. If γ 6= 0 and |β + γ| < 2, then ±a(λ), ±b(λ) are
the only nonzero equilibrium points of (5.28,5.29). Stabilities of a(λ), b(λ) in the
x1, x2-plane are as follows.

(a) If γ > 0, ±a(λ) are sinks, ±b(λ) are saddles and

C(λ) = W u(b(λ)) ∪W u(−b(λ)) ∪ {a(λ),−a(λ)}.
(b) If γ < 0, ±b(λ) are sinks, ±a(λ) are saddles and

C(λ) = W u(a(λ)) ∪W u(−a(λ)) ∪ {b(λ),−b(λ)}.
(See figure 9 for the case γ < 0.)
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a(λ)

−a(λ) b (λ)

−b(λ)

   (λ)C

γ < 0,  |β + γ| < 2,  λ > 0.

Figure 9. Dynamics on S

Lemma 5.4.13. Suppose that λ > 0 and and |β + γ| < 2.

(1) If γ > 0 and γ + 3β < 0, then dim(W u(a(λ))) = 2, dim(W s(b(λ))) = 3,
W u(a(λ)) and W s(b(λ)) are transverse to S and there is a 1-dimensional
connection from b(λ) to a(λ) in S.

(2) If γ < 0 and γ + 3β > 0, then dim(W u(b(λ))) = 2, dim(W s(a(λ))) = 3,
W u(b(λ)) and W s(a(λ)) are transverse to S and there is a 1-dimensional
connection from a(λ) to b(λ) in S.

(3) If the conditions of (1) and (2) are not satisfied and γ(γ+ 3β) 6= 0, then
exactly one of a(λ), b(λ) is a sink.

Lemmas 5.4.12, 5.4.13 follow from our earlier computations.
Since we are assuming the conditions of the invariant sphere hold, it is no

loss of generality to fix λ > 0 in lemma 5.4.13 and restrict dynamics to the
associated invariant sphere, S(λ). We refer to figure 10 for the dynamics near
the intersection of S with S(λ) when γ < 0 and γ + 3β > 0.

Referring to figure 10, there are one-dimensional connections from ±a(λ) to
±b(λ). These connections are not transverse and are forced by the symmetry.
Since S(λ) is attracting, W u(±a(λ)) ⊂ S(λ). Restricting the flow to S(λ),
it follows from lemma 5.4.13 that (within S(λ)) we have dim(W u(b(λ))) = 2,
dim(W s(a(λ))) = 2. Since G acts freely on V \ (G(S) ∪ G(P)) and the invari-
ant manifolds W u(b(λ)), W s(a(λ)) intersect G(S) ∪ G(P) only at the equilib-
rium points a(λ), b(λ), we can expect that, for all g ∈ G, either W u(±b(λ) ∩
W s(±a(gλ)) = ∅, or that W u(b(λ) ∩W s(a(gλ)) is transverse and consists of a
finite set of trajectories. Of course, this is a genericity statement and to achieve
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a(λ)

−a(λ)

−b(λ)

b (λ)

Ws ( a(λ) )

Wu ( b (λ) )
a(λ)Ws ( − )

Wu ( b (λ) )−

C(λ)

γ < 0,   γ + 3β > 0,
|β  +  γ| < 2,   λ > 0.

Figure 10. Dynamics near S(1) ∩ S = C(1)

transversality of the invariant manifolds might well involve G-equivariants of de-
gree greater than three.

Suppose that there exists g ∈ G such that W u(b(λ)) ∩W s(ga(λ)) 6= ∅ and is
transverse. Then, by equivariance, the intersections W u(gjb(λ)) ∩W s(gj+1a(λ))
will also be nonempty and transverse. Since every element of G has order at
most 5, the sequence of connections W u(gja(λ)) ∩W s(gjb(λ)) and W u(gjb(λ) ∩
W s(gj+1a(λ)), j ≥ 0 will define a cycle which connects back to b(λ). In fact each
time we connect to gja(λ), we also have 1-dimensional connections to ±gjb(λ).

Lemma 5.4.14. Suppose that g ∈ G and g /∈ 〈t,−I〉 (so gS ∩ S = ∅). The
single connection b(λ) → ga(λ) generates a G-invariant connected heteroclinic
network consisting of 20 equilibria and 60 connections. Of these connections, 20
are of the form ha(λ) → ±hb(λ), h ∈ G, and the remaining connections are of
the form hb(λ)→ jσa(λ), where hj−1 /∈ 〈t,−I〉 and σ is either +1 or −1.

Proof. We sketch the proof in case g = s when there is a connection b(λ)→
sa(λ). Since the isotropy group of b(λ) is 〈−t〉, b(λ)→ −tsa(λ), b(λ)→ t2sa(λ)
and b(λ) → −t3sa(λ) are all connections forced by G-equivariance. From exer-
cise 5.4.1(2), we have −ts = −s3t, t2s = s4t2 and −t3s = −s2t. Hence, since
ta(λ) = a(λ), we obtain distinct connections b(λ) → sa(λ), b(λ) → −s2a(λ),
b(λ) → s3a(λ) and b(λ) → −s4a(λ). Acting by −I gives another four connec-
tions −b(λ)→ −sa(λ),. . . , −b(λ)→ s4a(λ). Acting by 〈s〉, we see that there are
a total of 40 connections between points on the G-orbits of b(λ) and a(λ). How-
ever, there is no connection from b(λ) to ±a(λ) in the G-orbit of b(λ) → ga(λ).
If the G-orbit of b(λ)→ ga(λ) contains hb(λ)→ jσa(λ) then it does not contain
hb(λ)→ −jσa(λ). �
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Remark 5.4.15. If there is a connection b(λ) → ha(λ), h /∈ 〈t,−I〉, and
W u(b(λ)) intersects W u(ha(λ)) transversally along the connection, we call the
network given by lemma 5.4.14 a Shilnikov network on account of the similarity
to the setup for the Shilnikov bifurcation (see also [61, Appendix]).

Figure 11. Time-series for x1, x2: γ = −1.0, β = 0.5, λ = 1.0

If the system (5.26,5.27) satisfies the conditions for the invariant sphere theo-
rem and contains a Shilnikov network, then it reasonable to expect the presence
of complex dynamics. In fact simple numerical experiments show highly chaotic
behaviour as well as random switching of typical trajectories between the nodes
(equilibria) of what appears to be a Shilnikov network.

In figure 11 we show the time series2 for the variables x1, x2 when γ = −1.0,
β = 0.5 and λ = 1.0. For these parameter values, the plane P contains a limit
cycle which is a saddle within S3. In figure 12, we show the projection into
the (y1, y2)-plane P of a typical trajectory. The outer boundary (envelop) of
the trajectories is the limit cycle in P. Note the abrupt changes of direction of

2Computed using Dstool, 4th order Runge-Kutta with a fixed time step of 0.001
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trajectories – the expectation is that these correspond to the trajectory passing
close to an equilibrium point of the flow.

Figure 12. Projection into (y1, y2)-plane. Same parameter values
as before.

In lemma 5.4.14 we showed that a connection between equilibria in distinct
planes S, hS led to a network with some 60 connections. There is also the possi-
bility of connection between limit cycles in the G-orbit of P as well as connections
between equilibria and limit cycles (see [4] for a description of the various possi-
bilities). Since the limit cycles are hyperbolic saddles for an non-empty open set
of (γ, β), it follows that if their invariant manifolds meet transversally there will
be transverse homoclinic points and hence (suspended) horseshoes by Smale’s
theorem (see [100, Theorem 6.5.5]).

5.4.6. Random switching and dynamics near a network. It has been
known for some time that equivariant dynamical systems can possess heteroclinic
networks3 and that dynamics can often be complicated near these networks (see
for example [101, 73, 6]). In her 2003 Porto thesis, Manuela Aguiar made a study
of random switching in the system (5.26,5.27). This work is reported on in [4].
We describe some of the ideas that relate to the Shilnikov network generated by
a connection b(1)→ ±sa(1) and refer the reader to [4] for more complete details.
(We assume some background on subshifts of finite type [139],[100, 1.9].)

Using Dstool and GAIO [40], Aguiar gave numerical evidence of parameter
values γ, β, for which there were coexisting connections b(λ)→ ±sa(λ) such that
the intersections of invariant manifolds along the connections were transverse.

For the remainder of the section we assume that γ, β are chosen so that
|γ+β| < 2, γ < 0 and γ+3β > 0. We take λ = 1 and set a(1) = a, b(1) = b. Let

3For us a heteroclinic network will consist of a connected set of connections between hy-
perbolic saddles. The non-transverse connections will be forced by symmetry. The simplest
examples are provided by the G-orbits of heteroclinic cycles.
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S(V ) ∼= S3 denote the invariant sphere for the dynamics. Assume that |γ|, |β| are
chosen sufficiently small so that S(V ) is a C2-submanifold of V . Assume that we
have a transverse connection b → sa and let N be the 60 connection Shilnikov
network given by lemma 5.4.14. Recall that G = 〈−s〉 o 〈t〉. Set J = 〈−s〉,
K = 〈t〉. Since J acts freely on S(V ), the flow determined by (5.26,5.27) induces
a C2 K-equivariant flow Φt on the oriented K-manifold S̃ = S(V )/J . Let X
denote the vector field determined by Φt. Let p : S(V ) → S̃ denote the orbit
map. Since −I ∈ J , p(S(V ) ∩ S) is a Φt-invariant circle C in S̃ containing two

equilibria ã = p(±a), b̃ = p(±b). The equilibria are the two fixed points of
the K-action on S̃. Both fixed points are of the same K-isotropy type. The
circle C contains all points in S̃ which are not of principal isotropy type. Set
γ = p(b→ sa). The K-orbit of γ consists of four distinct connections ã→ b̃. If
we let Ñ = N /J , then Ñ is a heteroclinic network for Φt consisting of the two

equilibria ã, b̃, two connections b̃ → ã, and four connections ã → b̃. We refer
the reader to figure 13 – we have only shown one of the four connections ã→ b̃.

a~b~

C

Figure 13. The heteroclinic network Ñ

If there are p connections a → sb, and q connections a → −sb, then there
will be a total of 4(p+ q) connections ã→ b̃.

We assume that the network Ñ has transverse connections γi, 1 ≤ i ≤ m =
4N , from ã to b̃, together with the two connections πα, πβ from b̃ to ã forced by
K-symmetry. Note that K acts freely on {γ1, . . . , γm} and acts with isotropy Z2

on {πα, πβ}. Let Σ = ΣA ⊂ {α, β, 1, . . . ,m}Z be the subshift of finite type with
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01-matrix A specified by

aij = 1, if i ∈ {α, β}, j ∈ {1, . . . ,m},
= 1, if i ∈ {1, . . . ,m}, j ∈ {α, β},
= 0, if i, j ∈ {1, . . . ,m}, or i, j ∈ {α, β}.

The matrix A is irreducible (and so σ : Σ→ Σ is transitive) but A is not aperiodic
(σ is not topologically mixing [139]). If we identify α with πα, β with πβ and
i with γi, 1 ≤ i ≤ m, then the action of K on the set of connections induces
an action of K on {α, β, 1, . . . ,m} and hence on Σ. The shift map is then K-
equivariant (we refer the reader to section 9.3 for basic theory of ‘G-subshifts of
finite type’). If r : Σ → R is a G-invariant roof function, then the suspension
flow σrt : Σr → Σr is K-equivariant (see section 9.4 for details on equivariant
suspensions).

Definition 5.4.16. An open neighbourhood W of Ñ is admissible if

(1) W is K-invariant.
(2) W is connected.

(3) There exist disjoint closed neighbourhoods A of ã and B of b̃ such that
W \ A ∪B has m+ 2 connected components, Uα, Uβ, U1, . . . , Um.

(4) For j = α, β, Uj ∪ (A∪B) will be a neighbourhood of πj and for 1 ≤ i ≤
m, Ui ∪ (A ∪B) will be a neighbourhood of γi.

Remark 5.4.17. The network Ñ has a base of admissible neighbourhoods.

5.4.7. Random switching theorem. Let W be an admissible neighbour-
hood of Ñ . It is shown in [4, section 6] that there exists a K-invariant roof
function r : Σ→ R and a K-equivariant embedding χ : Σr → W such that

(1) Φt|χ(Σr) = σrt .
(2) Φt|χ(Σr) is hyperbolic.
(3) If the open sets A,B, Uα, Uβ, U1, . . . , Um satisfy the conditions of defini-

tion 5.4.16, then for each x = (xi) ∈ Σ, there exists a (unique) trajectory
φ(R) ⊂ χ(Σr) and set {Ik | −∞ < k <∞} of disjoint open subintervals
of R such that
(a) If t /∈ ∪kIk, φ(t) ∈ A ∪B.
(b) If xk ∈ {α, β, 1, . . . , k}, then φ(t) ∈ Uxk , t ∈ Ik.

This result – which requires transverse intersection of invariant manifolds
along the connections γi, together with certain eigenvalue conditions that are
satisfied for the system (5.26,5.27) – shows that there is ‘random switching’ round
the nodes of the network Ñ . The random switching is quantified by a subshift of
finite type and occurs arbitrarily close to the network. Indeed, there is a countable
set of embedded subshifts Σrj which satisfy the conditions of the theorem and
accumulate on the network Ñ .
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Since the orbit map p : S3 → S̃ is a 5:1 covering map, everything we have
described lifts to the network N ⊂ S3. In particular, if φ(t) is a trajectory in S̃
satisfying (a,b), then there is a lift (in fact 5 lifts) ψ(t) to S3. The trajectory ψ(t)
will randomly switch round the nodes of the network N . Once ψ(0) is chosen
(so that p(ψ(0)) = φ(0), the transitions of ψ(t) between nodes of N are uniquely
determined by the transitions for φ(t). In particular, we can quantify the random
switching round the nodes of the network N in terms of the subshift Σ on m+ 2
symbols.

Since the embedded suspensions Σr have hyperbolic structure, the same is
true for the lifts of Σr to S3. Hence the random switching will persist under
C1-small perturbations which break the symmetry (and the b→ a connections).
The persistence of apparently chaotic dynamics is observed numerically when we
make small symmetry breaking perturbations to the system (5.26,5.27).

5.5. The converse to the MISC

Suppose that (V,G) is an absolutely irreducible representation of the com-
pact Lie group G. We recall that the converse of the MISC states that if τ is
a maximal isotropy type, then τ is generically symmetry breaking. If H ∈ τ
and dim(V H) is odd, it follows by degree theory that τ is generically symmetry
breaking [34, 173]. Hence, in order to find counterexamples to the MISC, it
suffices to restrict to maximal isotropy types which have even dimensional fixed
point spaces. Proposition 5.4.11 gives the lowest dimensional example for which
a maximal isotropy type is not generically symmetry breaking. Prior to this ex-
ample, families of counterexamples were obtained by Melbourne [124] who found
six dimensional representations of a class of finite groups for which the converse of
the MISC failed. In the remainder of this section, we briefly describe Melbourne’s
approach (the reader should consult [124] for more details and examples).

Suppose that τ ∈ O(V,G) is a maximal isotropy type and let H ∈ τ . For sim-
plicity, assume G is finite. Let dim(V H) = 2 and set J = N(H)/H. The group
J acts freely on V H . Suppose J is nontrivial and J 6∼= Z2. Since dim(V H) = 2,
J ∼= Zp, where p > 2, and (V H , J) is irreducible of complex type. Of course, if
(V H , J) is irreducible of complex type, the generic J-equivariant bifurcations on
V H have no branches of equilibria. The generic bifurcation will be a Hopf bifur-
cation to a branch of limit cycles. However, since (V,G) is absolutely irreducible,
linear equivariants on V always restrict to real multiples of the identity on V J .
Consequently, we cannot generate branches of limit cycles on V J via the Hopf
bifurcation. On the other hand, we can generate a branch of limit cycles, even
if the linear term is a real multiple of the identity, provided that the cubic term
is a complex multiple of ‖X‖2X. Adding higher order terms will not destroy the
branch of limit cycles. This approach is very natural when there are no quadratic
equivariants (or the quadratics vanish identically on V H). In this case, the deter-
minacy theorems (proved in chapter 7) allow us to add a term −a‖X‖2X, a� a,
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so that the conditions of the invariant sphere hold and we do create or destroy
any branches of equilibria. On the two-dimensional space V H we will have an
invariant circle γ which must either be a limit cycle for the flow or contain at
least two equilibria. If we can show there are no equilibria, we are done (cf the
proof of proposition 5.4.11).

Melbourne finds examples where the restriction map P 3
G(V, V )→ P 3

J (V H , V H)
is onto. Counterexamples can then be constructed along the lines described
above. The basic idea is that at homogeneous cubic order, the equivariants
should behave like the equivariants of a complex representation. The resulting
branches of limit cycles will not be destroyed by the addition of higher order
terms and so there will be no branches of equilibria (the isotropy type will not
be symmetry braking – unlike what occurs for the representation studied in the
previous section). We now describe some of Melbourne’s examples in more detail.

Example 5.5.1 (Melbourne [124, §3]). Let ρ, κ : C3 → C3 be defined by

ρ(z1, z2, z3) = (z2, z3, z1)

κ(z1, z2, z3) = (z̄1, z̄3, z̄2)

The group 〈ρ, κ〉 is isomorphic to S3 and acts orthogonally on C3.
Let p ≥ 3. Define an action of Z3

p on C3 by

(ω1, ω2, ω3)(z1, z2, z3) = (ω1z1, ω2z2, ω3z3),

where (ω1, ω2, ω3) ∈ Z3
p. If we let G = 〈S3,Z3

p〉, then G = Z3
p o S3. Since

p ≥ 3, Zp acts irreducibly on C and so G acts absolutely irreducibly on C3.
If z 6= 0, let H = G(0,z,z̄). It is easy to verify that H is maximal. Clearly,
(C3)H = {(0, z, z̄) | z ∈ C} is a two dimensional real subspace of C3. Let X =
(X1, X2, X3) ∈ V0(G,C3). Since ρ ∈ G, we have

X2(z) = X1(ρz), X3(z) = X1(ρ2z), (z ∈ C3).

It suffices to describe X1. To simplify computations, we assume p ≥ 5 and give
only the cubic truncation of X1. Using Z3

p-equivariance, we have

X1(z) = λz1 + z1(α|z1|2 + β|z2|2 + γ|z3|2),

where α, β, γ ∈ C. Using equivariance with respect to κ ∈ S3, we see that α ∈ R,
β = γ̄. Consequently,

X1(z) = λz1 + z1(a|z1|2 + (b+ ıc)|z2|2 + (b− ıc)|z3|2),

where a, b, c ∈ R. If we identify (C3)H with C via the map (0, z, z̄) 7→ z, the
truncated family z′ = X(z) restricts to

(5.33) z′ = λz + z|z|2(a+ b+ ıc).

Transforming to polar coordinates z = reıθ, we obtain the system

r′ = λr + (a+ b)r3

θ′ = cr2
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If a+ b, c 6= 0, then (5.33) has no branches of equilibria but does have a branch of
limit cycles of (constant) radius rλ =

√
−λ/(a + b). The corresponding periods

are given by ωλ = −2π(a+b)
cλ

. Using rescaling arguments similar to those used
in the proof of the invariant sphere theorem, we may show that these results
continue to hold when we take account of higher order terms. In particular, we
have obtained a counterexample to the converse of the MISC.

Remark 5.5.2. The period ωλ of the limit cycles constructed above goes to
infinity like λ−1, λ→ 0. The asymptotics are the same as those that occur in the
branch of limit cycles for the Z4

2 o Z4-equivariant steady state bifurcations con-
sidered in section 5.3. However, the mechanism for generating the limit cycles is
different. While the cycles that appeared in section 5.3 were generated by a ‘hid-
den’ Hopf bifurcation of the phase vector field, the limit cycles in example 5.5.1
appear because the third order truncation restricted to (C3)H is a general cubic
SO(2)-equivariant with respect to the natural SO(2)-action on (C3)H .

5.6. Hopf bifurcation and the invariant sphere theorem

Let V be a finite dimensional complex vector space with (Hermitian) inner
product 〈 , 〉. Suppose that we are given a non-trivial irreducible unitary rep-
resentation of the compact Lie group G on V . For example, if V = Cn, (Cn, G)
might be the complexification of an absolutely irreducible representation of G on
Rn. In this section we study the bifurcation theory of families

z′ = X(z, λ), (z, λ) ∈ V × R,
where X is a smooth family of G-equivariant vector fields on V . It follows from
the equivariance of X and the irreducibility of (V,G) that X(0, λ) ≡ 0 and we
may assume the linearization DXλ(0) of Xλ at z = 0 is equal to σX(λ)IV , where
σX : R→ C is smooth4.

Lemma 5.6.1. Let X ∈ C∞G (V × R, V ) and suppose that

(a) Re(σX(0)) = 0, Im(σX(0)) 6= 0.
(b) Re(σ′X(0)) 6= 0.

We may rescale time and the parameter so that in a neighbourhood of the origin
of V × R, z′ = Xλ(z) transforms to ż = X̄µ(z), where ż denotes differentiation
with respect to rescaled time and σX̄(µ) = µ+ ı.

Proof. Let T (λ) = Im(σX(λ)) and choose ε0 > 0 so that T 6= 0 on [−ε0, ε0].
If we rescale time by s = T (λ)t, X transforms to X̄ where

σX̄(λ) = Re(σX(λ))/T (λ) + ı, λ ∈ [−ε0, ε0].

Set µ(λ) = Re(σX(λ))/T (λ). Since Re(σX(0)) = 0 and Re(σ′X(0)) 6= 0, µ′(0) 6= 0.
Hence, for possibly smaller ε0 > 0, µ is a smooth embedding of (−ε0, ε0) onto an

4We refer to chapter 10, section 10.1, or [84, Chapter XVI] for justification that we can
always assume DXλ(0) is C-linear.
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open interval I containing the origin. If we define the new parameter µ = µ(λ),
then σX̄(µ) = µ+ ı, µ ∈ I. �

Following our earlier definitions for steady state bifurcations, we say that
X ∈ C∞G (V × R, V ) is a normalized family if

σX(λ) = λ+ ı, (λ ∈ R).

If X is normalized then there is a non-degenerate change of stability of the trivial
solution z = 0 at λ = 0. Let V0 = V0(V,G) denote the space of normalized
families and give V0 the induced C∞-topology.

If X ∈ V0, then we expect the appearance of branches of limit cycles for z′ =
X(z, λ) as λ passes through zero. We refer to this phenomenon as an equivariant
Hopf bifurcation. The period of the limit cycles spawned in the bifurcation will
be asymptotic to 2π as λ→ 0.

A number of techniques have been developed for the study of the equivariant
Hopf bifurcation. A particularly successful method, developed by Golubitsky and
Stewart [85, 84], depends on a reduction of X to (truncated) normal form fol-
lowed by an analysis based on the determination of the one-complex dimensional
fixed point spaces in V . A detailed description of this technique is given in the
book by Golubitsky, Stewart and Schaeffer [84] and we only give a brief review.

Suppose X ∈ V0. It follows from the theory of equivariant normal forms [84,
chapter XVI, §5] that if 1 ≤ d ≤ ∞, we may make a smooth G-equivariant λ-
dependent change of coordinates on a neighbourhood of the origin of V × R so

that jdXλ(0) ∈ P (d)
G (V, V ) is G× S1 equivariant. Here S1 acts as complex scalar

multiplication on V by complex numbers of unit modulus. In particular, we can
remove all terms of even order from the Taylor series of Xλ. In general, it is not
possible to make a local change of coordinates so that X is G×S1-equivariant on
a neighbourhood of the origin in V ×R (that is, we cannot normalize the tail or
flat terms). Since (V,G) is a complex representation, all fixed point spaces V H

will be complex linear subspaces of V . The next step in the analysis is to deter-
mine all isotropy groups of the action of G × S1 which have fixed point spaces
of complex dimension one. The corresponding isotropy types will be maximal
– for the same reason that isotropy types of one-dimensional fixed point spaces
in the steady state theory are maximal. It is then easy to show that there will
be a branch of limit cycles associated to each one-dimensional fixed point space.
After an analysis of stabilities, the final step is to show that branches persist
when we take account of the tail which is only G-equivariant. This is typically
not hard for finite groups but can be technically quite demanding when G is not
finite. Notwithstanding the success of methods based on one-dimensional fixed
point subspaces, there are some limitations. Even for low dimensional represen-
tations there may be submaximal branches of limit cycles and the presence of
such branches often has a major impact on the dynamics (see Swift [166] and ex-
ample 5.6.27 for the case (C2,D4)). Submaximal branches cannot be found by an
analysis of the 1-dimensional fixed point spaces. On the other hand, the normal
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form analysis works quite generally and in [60, 62] it is proved that (generically)
branches and their stabilities persist when we take account of the tail. In the
case when the G × S1-equivariant problem is 3-determined, results of this type
were first proved by Ruelle [151] who also showed that cubic truncations sufficed
to determine the stabilities in the original unnormalized problem (see also [60,
Theorem 5.3.1]).

In the remainder of this section we describe one approach to the equivariant
Hopf bifurcation that parallels the use of the invariant sphere theorem in steady
state theory. Just as in chapter 4, we continue to emphasize the case when G is
finite. We also assume that vector fields are in normal form.

5.6.1. G × S1-equivariant families. We start by considering the space
V0(V,G × S1) of normalized families on (V,G × S1). Let dimC(V ) = n. So
as to avoid trivial cases, we always assume that (V,G) is a non-trivial repre-
sentation and that n ≥ 2. Let ( , ) denote the Euclidean inner product on V
associated to 〈 , 〉 and S(V ) = S2n−1 denote the unit sphere of V .

Exercise 5.6.2. Show that 〈z, w〉 = (z, w) + ı(z, ıw), z, w ∈ V , and deduce
that (z, ız) = 0, for all z ∈ V .

Lemma 5.6.3. Let Q ∈ P d(V, V ), d ≥ 1. Then Q is S1-equivariant if and
only if

Q(cz) = c|c|d−1Q(z), (c ∈ C, z ∈ V ).

In particular, if Q is S1-equivariant then d is odd.

Proof. Suppose Q is S1-equivariant. Then Q(uz) = uQ(z) for all u ∈ S1,
z ∈ V . Every nonzero complex number c may be written uniquely as c = |c|u,
u ∈ S1. Hence Q(cz) = Q(|c|uz) = |c|duQ(z) = c|c|d−1Q(z). The converse is
trivial (take |c| = 1). �

The next lemma, which can viewed as a generalization of lemma 5.6.3, allows
us to apply blowing-up techniques to S1-equivariant families of smooth maps.

Lemma 5.6.4. Let H : V ×R→ V be a smooth G× S1-equivariant family of
maps. Suppose DHλ(0) = 0, λ ∈ R. Then we may write

H(cz, λ) = c|c|2H̃(z, |c|2, λ), ((z, c, λ) ∈ V × C× R),

where H̃ : V × R× R→ V is smooth and G-equivariant.

Proof. We define the smooth S1-equivariant family Jz,λ : C→ V by Jz,λ(c) =
H(cz, λ), c ∈ C, (z, λ) ∈ V × R. As an S1-representation, V is isomorphic to
n-copies of the standard representation of S1 on C. Identify V with Cn and let
jz,λ be any component of Jz,λ. The R-algebra of polynomial invariants P (C)S

1
is

generated by |z|2 and a basis for the P (C)S
1
-module PS1(C,C) of S1-equivariants

is given by the identity map. It follows from Schwarz’s smooth invariant theo-
rem [154] (see chapter 6) that we may write

jz,λ(c) = j̄(z, |c|2, λ)c,
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where j̄ is a smooth function on Cn × R × R. Since DHλ(0) = 0, j̄(z, 0, λ) = 0

and so we may write j̄(z, |c|2, λ) = |c|2h̃(z, |c|2, λ), where h̃ is smooth. Applying
this result to each of the components of Jz,λ, we obtain a smooth function H̃ :
V × R× R→ V such that

H(cz, λ) = c|c|2H̃(z, |c|2, λ), ((z, c, λ) ∈ Cn × C× R).

Averaging both sides of this equation over G, the left hand side is unchanged and
so we may assume H̃ is G-equivariant. �

Example 5.6.5. The standard complex irreducible action of Dn (n ≥ 3) on
C2 is generated by

ρ =

(

exp(2πı/n) 0
0 exp(−2πı/n)

)

and κ =

(

0 1
1 0

)

Define R,Q, S ∈ P 3
Dn×S1(C2,C2) by

R(z1, z2) = ‖(z1, z2)‖2(z1, z2),

Q(z1, z2) = (|z1|2z1, |z2|2z2),

S(z1, z2) = (z̄1z
2
2 , z̄2z

2
1).

It is easy to verify that {R,Q, S} is a basis of P 3
D4×S1(C2,C2) and that, if n 6=

4, {R,Q} is a basis of P 3
Dn×S1(C2,C2). (A full description of the polynomial

invariants and equivariants for (C2,Dn × S1) is given in [84, chapter XVIII,§2].)

Example 5.6.6. Let (C2,D3) be the standard complex irreducible representa-
tion of D3 on C2. If we define H(z1, z2) = (z1|z1|2 + z̄2

1z
3
2 , z2|z2|2 + z̄2

2z
3
1), then H is

D3×S1-equivariant. We see that H̃(c, z1, z2) = (z1|z1|2, z2|z2|2)+ |c|2(z̄2
1z

3
2 , z̄

2
2z

3
1).

Example 5.6.7. Take the standard absolutely irreducible action of O(n) on
Rn and complexify to obtain a complex irreducible representation (Cn,O(n)).
There are two independent invariants of the G = O(n)× S1-action: R2 and |S|2
where

R2 = ‖z‖2, S =
n
∑

i=1

z2
i .

Note that S is O(n)-invariant but not S1-invariant. The general smooth G-
equivariant map may be written zA(R2, |S|2)+ z̄SB(R2, |S|2) where A,B : C2 →
C are smooth. If we truncate to third order, we obtain the cubic normal form

J(z, λ) = (λ+ ı)z + a(λ)‖z‖2z + b(λ)Sz̄,

where a, b : R → C are smooth. (See [84, chapter XVII,§4] for a different
treatment.)

Definition 5.6.8. A smooth map X : V → V is radial if there is a smooth
map p : V → C such that X(z) = p(z)z, for all z ∈ V .
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Remark 5.6.9. The definition of radial we give here is a complex version
of that given in chapter 4. For example, X(z) = ız is radial according to def-
inition 5.6.8 but most definitely not radial according to the definition given in
chapter 4.

Example 5.6.10. Let p : R → C be smooth. If we define X : V → V by
X(z) = p(‖z‖2)z then X is G× S1-equivariant and radial.

Definition 5.6.11. We say (V,G) has critical degree dC(V,G) = dC if dC is

the smallest positive integer such that P dC
G (V, V ) contains non-radial terms.

If G is finite then ∞ > dC(V,G) ≥ 2. If (V,G) is irreducible of complex type
and G acts transitively on S(V ) (for example, G = U(n), V = Cn), then all
equivariants are radial and dC(V,G) =∞.

Exercise 5.6.12. Show that if we take the standard representation of SU(2)
on C2 then the SU(2)-equivariants are not all radial in the sense of 5.6.8 even
though SU(2) acts transitively on S3. (Note that (C2, SU(2)) is not irreducible
of complex type.) What happens if G = SU(2)× S1?

5.6.2. (Complex) phase vector field.

Definition 5.6.13. Let Q ∈ P 2d+1
G×S1(V, V ), d ≥ 1. The (complex) phase vector

field PQ of Q is the vector field on S(V ) defined for u ∈ S(V ) by

PQ(u) = Q(u)− 〈Q(u), u〉u,(5.34)

= Q(u)− (Q(u), u)u− (Q(u), ıu)ıu(5.35)

Remarks 5.6.14. (1) Exercise 5.6.2 shows that the two expressions for PQ(u)
are the same.
(2) If Q is radial then PQ ≡ 0.

Lemma 5.6.15. Let Q ∈ P 2d+1
G×S1(V, V ), d ≥ 1. For all u ∈ S(V ), PQ(u) is

orthogonal to the S1-orbit through u.

Proof. Since (z, ız) = 0 for all z ∈ V , the result follows from the second
expression (5.35) for PQ(u). �

5.6.3. Projective space and the Hopf fibration. Let P (V ) denote the
complex projective space of V – that is the set of C-lines through the origin of
V . Since every C-line meets S(V ) in an S1-orbit and S1-acts freely on S(V ),
we may represent P (V ) as the orbit space S(V )/S1. In particular, P (V ) has
the natural structure of a compact manifold with respect to which the projection
ν : S(V ) → P (V ) has the structure of an S1-principal bundle. If we identify V
with Cn, S(V ) with S2n−1, and P (V ) with Pn−1(C) (n− 1-dimensional complex
projective space), then ν : S2n−1 → Pn−1(C) is the Hopf fibration (see chapter 2,
examples 2.3.16, for a discussion of the case n = 2 when Pn−1(C) can be identified
with the Riemann sphere S2).
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Since the action of G on V is C-linear, G maps C-lines to C-lines and so there
is an induced smooth action of G on P (V ). Every smooth G × S1-equivariant
vector field on S(V ) drops down to a smooth G-equivariant vector field on P (V ).
In particular, if Q ∈ P 2d+1

G×S1(V, V ), then the complex phase vector field PQ ∈
C∞G×S1(S(V )) induces a smooth G-equivariant vector field on P (V ) which we

shall denote by PQ. Since PQ has no component along S1-orbits, we may think
of PQ as the unique ‘drift-free’ lift of PQ to S(V ). We refer to [166] for a method
of writing PQ in spherical polar coordinates when n = 2.

Example 5.6.16. Take the standard complex irreducible representation of
Dn on C2, n ≥ 3 (see example 5.6.5) and consider the induced smooth action of
Dn on P1(C) (the Riemann sphere S2). We describe the orbit structure of the
action on Dn. For subsequent reference, we distinguish three cases: n odd, n ≡ 2,
mod 4, and n ≡ 0, mod 4.

In all cases the subset of P1(C) with non-trivial isotropy is finite. In the table
below we give representative lines (α, β) ∈ P1(C) and corresponding isotropy
groups for each Dn-orbit of points with non-trivial isotropy. We also give the
corresponding representative isotropy groups for the action of Dn×S1 on C2 (the
table is based on [84, Table 1.1, page 368], but the notation is a little different).

n odd Representative line Dn-isotropy Dn × S1-isotropy
C(1, 0) Zn Z̃n = {(γ, γ−1) | γ ∈ Zn}
C(1, 1) 〈κ〉 〈κ〉
C(1,−1) 〈κ〉 〈−κ〉

n ≡ 2,mod4
C(1, 0) Zn Z̃n = {(γ, γ−1) | γ ∈ Zn}
C(1, 1) 〈κ〉 〈κ, (eıπ, eıπ)〉
C(1,−1) 〈κ〉 〈−κ, (eıπ, eıπ)〉

n ≡ 0,mod4
C(1, 0) Zn Z̃n = {(γ, γ−1) | γ ∈ Zn}
C(1, 1) 〈κ〉 〈κ, (eıπ, eıπ)〉
C(1, e2πı/n) 〈ρκ〉 〈ρκ, (eıπ, eıπ)〉

Table 1. Maximal isotropy groups for the actions of Dn on P1(C)
and Dn × S1 on C2

Every smooth Dn-equivariant vector field on P1(C) will have a zero at each point
of P1(C) which has non-trivial isotropy. For example, a D5-equivariant vector
field on P1(C) has exactly 12 zeros forced by symmetry.

5.6.4. Phase blowing-up. Let X ∈ V0(V,G × S1). We transform z′ =
X(z, λ) into a set of three equations that determine the radial, drift and tangential
behaviour of the system. For this, we use a variation of polar blowing-up.

Let S1 act smoothly on S(V )× S1 × R by
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eıθ(u, eıφ, R) = (eıθu, eıφ, R).

Definition 5.6.17. The phase blowing-up of V at the origin is the smooth
G× S1-equivariant map π : S(V )× S1 × R→ V defined by

π(u, θ, R) = R exp(ıθ)u, ((u, θ, R) ∈ S(V )× S1 × R).

In order to obtain a unique lift of a vector field on V to S(V ) × S1 × R
using phase blowing up, we make the transformation z = π(u, θ, R) subject to
the constraint (u′, ıu) = 0 – that is, the S(V )-component of the lifted vector field
will be orthogonal to S1-orbits. Since u ∈ S(V ), we may write the constraint
equivalently as

〈u′, u〉 = 0, (u ∈ S(V )).

In the next lemma we give the general formulas for the transformation of G×S1-
equivariant vector fields on V under phase blowing-up.

Lemma 5.6.18. Let X ∈ V0(V,G×S1) and write X(z, λ) = (λ+ ı)z+F (z, λ).

Suppose X̂ is a smooth G×S1-equivariant family of vector fields on S(V )×S1×R
such that TπX̂ = Xπ. Then the components of X̂ are given by

u′ = ı(1 +R2Θ(u,R2, λ)−D(u,R2, λ))u+R2U(u,R2, λ),

θ′ = D(u,R2, λ),

R′ = λR +R3P (u,R2, λ),

where D is smooth and G-invariant, and U , Θ and P are smooth functions given
explicitly by

U(u,R2, λ) = R−3(F (Ru, λ)− 〈F (Ru), λ), u〉u),

Θ(u,R2, λ) = R−3(F (Ru, λ), ıu),

P (u,R2, λ) = R−3(F (Ru, λ), u).

(1) If D = 1 +R2Θ, we set X̂ = X?? and refer to X?? as the phase blowing-
up of X. The S(V )-component of X?? is everywhere orthogonal to the
action of S1 on S(V ).

(2) If D = 0, so θ′ = 0, we set X̂ = X?. The vector field X? induces
a G × S1-equivariant vector field on S(V ) × R which is precisely the
transform of X under the polar blowing-up transformation z = Ru.

Proof. The proof is similar to that of proposition 4.7.2. We make the sub-
stitution z = Reıθu. Since F is S1-equivariant, it follows from lemma 5.6.4 that
F (Reıθu) = eıθF (Ru). Differentiating, substituting and using (u, u′) = (u, ıu) =
0, we find that

R′ = λR + (F (Ru, λ), u)u = λR +R3P (u,R2, λ),
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where P (u,R2, λ) = R−3(F (Ru, λ), u). Using the expression for R′, and the
identity 〈w, u〉 = (w, u) + ı(w, ıu), we find the following expression relating u′

and θ′

(5.36) u′ = ı(1 + (F (Ru), ıu)− θ′)u+R−1(F (Ru)− 〈F (Ru), u〉u).

Noting our requirement that the transformed vector field be G× S1-equivariant,
we may write

θ′ = D(u,R2, λ),

where D is a smooth real-valued and G-invariant function on S(V )× R× R. It
follows that u′ = ı(1 + R2Θ(u,R2, λ) − D(u,R2, λ))u + R2U(u,R2, λ). Granted
our definitions of U,Θ, P , choosing any smooth G-invariant function D(u,R2, λ),

gives a smooth family X̂ of vector fields on S(V )×S1×R satisfying TπX̂ = Xπ.
If we add the constraint (u′, ıu) = 0, then, by (5.36), we have 1+(F (Ru), ıu) =

θ′ = D(u,R2, λ), proving (1). On the other hand, if we set θ′ = D ≡ 0, then we
have

u′ = ıu(1 +R2Θ(u,R2, λ)) +R−1(F (Ru, λ)− 〈F (Ru), λ), u〉u),

= ıu+R−1(F (Ru, λ)− (F (Ru, λ), u)u),

which is exactly what we get when we transform X under z = Ru. �

Corollary 5.6.19. (Notation of lemma 5.6.18) Let X ∈ V0(V,G×S1) have
phase blowing-up X??. Suppose that the G-equivariant vector field PR,λ induced
on Pn−1(C) by U(u,R2, λ) has a zero u0 such that PR,λ(u0) = 0, for all (R, λ) in
some open open neighbourhood of (0, 0) ∈ R2. Then z′ = X(z, λ) has a branch of
limit cycles which is tangent to the line u0 at λ = 0.

Proof. The equations for the phase blowing-up X?? on S(V ) × S1 × R are
given by

u′ = R2U(u,R2, λ),

θ′ = 1 +R2Θ(u,R2, λ),

R′ = λR +R3P (u,R2, λ).

Let ũ0 ∈ S(V ) be any point such that ν(ũ0) = u0. Taking u = ũ0, U(ũ0, R
2, λ) =

0 and so we are reduced to solving

θ′ = 1 +R2Θ(ũ0, R
2, λ),

R′ = λR +R3P (ũ0, R
2, λ).

By the implicit function theorem, the R-equation has a smooth curve λ(R) =
R2k(R2), R ∈ [0, R0] of zeros. We have the corresponding branch of limit cycles
in V defined for each R ∈ [0, R0] by

γR(t) = Reı(1+R2Θ(ũ0,R2,λ(R))tu0.

Obviously the branch is tangent to the line ũ0 = u + 0 and indeed is contained
in the linear subspace Cũ0 × R ⊂ V × R. �
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Example 5.6.20. Take the standard action of Dn on C2 (example 5.6.5).
We showed in example 5.6.16 that certain zeros of smooth Dn-equivariant vector
fields on P1(C) were forced by symmetry. We now interpret these results in
the light of corollary 5.6.19. For n ≥ 3, every smooth Dn-equivariant vector
fields on P1(C) has a zero (1, 0) of isotropy type Zn. Points on the branch
γR(t) of limit cycles tangent to C(1, 0) given by corollary 5.6.19 have isotropy

Z̃n = {(γ,−γ) | γ ∈ Zn}. As is explained in [84], we may interpret Z̃n as a
spatiotemporal symmetry. Specifically, a spatial rotation of 2π/n has the same
effect as a phase shift by one nth of a period:

ργR(t) = γR(t+
T

n
),

where T ≈ 2π is the period of γR
5. Limit cycles with this type of symmetry are

called rotating waves. Branches of limit cycles with the spatiotemporal symmetry
Z̃n occur in all three cases described in example 5.6.16. Now suppose that n
is odd. The branch of limit cycles tangent to the line C(1, 1) has the spatial
symmetry 〈κ〉 ≈ Z2. On the other hand, the branch γR of limit cycles tangent to
the line C(1,−1) has the half-period symmetry

κγR(t) = γR(t+
T

2
),

and so the isotropy group of points on the cycle is 〈eıπκ〉. That is κ(1,−1) =
(−1, 1) = eıπ(1,−1).

Next we consider the case n even. We have −IC2 ∈ Dn ∩ S1 and we set
Zc2 = 〈−IC2〉. Branches tangent to C(1, 1) have symmetry 〈κ,−IC2〉 = 〈κ〉 ⊕ Zc2
(where we have followed the notation of [84, chapter VIII]). Next we consider
branches tangent to C(1,−1) in the case n ≡ 2, mod 4. We find that branches
have symmetry 〈eıπκ,−IC2〉 = 〈eıπκ〉 ⊕ Zc2. Finally, suppose n ≡ 0, mod 4.
Branches tangent to C(1, e2πı/n) have symmetry 〈κρ〉 ⊕ Zc2.

5.6.5. Transforming a cubic normal form. Since P 2d
G×S1(V, V ) = {0},

d ≥ 1, it follows that dC(V,G×S1) ≥ 3 for all complex irreducible representations
(V,G). Aside from the cases when all equivariants are radial, we know of no
examples where all the cubic equivariants are radial. In particular, if V = W⊗RC
and (W,G) is an absolutely irreducible orthogonal representation, then dC(V,G×
S1) = 3. Indeed, if we let z 7→ z2 denote the complexification of x 7→ ‖x‖2, then
z 7→ z2z̄ is always a non-radial cubic G × S1-equivariant. For this reason we
will focus on cubic truncations and, just as in chapter 4, start by assuming that
X ∈ V0(V,G× S1) is in the normalized form

X(z, λ) = (λ+ ı)z +Qλ(z),

5We can always rescale time so that, for the given branch of limit cycles, T ≡ 2π. In this
way time advance by a fraction of the period will be equal to the corresponding rotation by an
element of S1.
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where Qλ ∈ P 3
G×S1(V, V ).

Applying lemma 5.6.18 to z′ = X(z, λ), we obtain the following set of trans-
formed equations

u′ = R2PQλ(u),(5.37)

θ′ = 1 +R2(Qλ(u), ıu),(5.38)

R′ = λR +R3(Qλ(u), u),(5.39)

Example 5.6.21. Suppose that X(z, λ) = (λ+ ı)z+Q(z). Assume that G is
finite and the zeros of PQ are all simple. Since χ(P (V )) = n, it follows from the
Poincaré-Hopf theorem that PQ has at least n zeros. Let u0 ∈ Z(PQ). Suppose
that (Q(u0), u0) 6= 0. Let (R, λ) be a point on the curve λ + R2(Q(u0), u0) = 0.
The S1-orbit through (u0, 0, R) is then a limit cycle of (5.38,5.39,5.39) with period
2π/(1 + R2(Q(u0), ıu0)). Transforming back to V , we obtain a Hopf bifurcation
which is supercritical if (Q(u0), u0) < 0 and subcritical if (Q(u0), u0) > 0. All
this is parallel to the arguments of chapter 4: every zero of PQ determines a
unique branch of limit cycles to the original equation. Although we suppressed
the dependence of Q on λ, everything we do continues to work if Q depends on
λ provided the zeros of PQ at λ = 0 are non-singular.

5.6.6. The invariant sphere theorem for the Hopf bifurcation. In this
section we give a version of the invariant sphere theorem that applies to the Hopf
bifurcation. We start with a new definition.

Definition 5.6.22 (cf [52]). Let M,N be G×S1-spaces and suppose that Φt,
Ψt are continuous G×S1-equivariant flows on M , N respectively. We say that Φt

and Ψt are drift conjugate if there exists a G × S1-equivariant homeomorphism
h : M → N and continuous G× S1-invariant map k : M ×R→ S1 such that for
all x ∈M , t ∈ R we have

h(Φt(x)) = k(z, t)Φt(h(z)).

Remark 5.6.23. If Φt and Ψt are drift conjugate then Φt and Ψt induce
topologically conjugate flows on M/S1 and N/S1.

Theorem 5.6.24. Let z′ = X(z, λ) = (λ+ı)z+Qλ(z), where Qλ ∈ P 3
G×S1(V, V )

and Q0 is contracting. We may choose λ0 > 0 such that

(1) For every λ ∈ (0, λ0], there exists a (2n − 1)-dimensional G-invariant
topological sphere S(λ) ⊂ V \ {0} which is invariant under the flow of
z′ = Xλ(z).

(2) S(λ) is embedded as a topological submanifold of V and the bounded
component of V \ S(λ) contains the origin of V .

(3) Every z ∈ V \ {0} is forward asymptotic under the flow of z′ = Xλ(z) to
S(λ).

(4) The flow of z′ = Xλ(z) restricted to S(λ) is drift conjugate to the flow
of the complex phase vector field PQλ.
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(5) The Hopf fibration π : S(λ)→ P (V ) maps the trajectories of z′ = Xλ(z)
onto those of PQλ.

Proof. Our proof is similar to that of theorem 5.1.5 with an additional
twist caused by the introduction of a phase. We start by making the coordinate
transformation z = R exp(ıθ)u, (u, exp(ıθ), R) ∈ S(V ) × S1 × R, subject to
(u′, ıu) = 0, to obtain the following system of vector fields on S(V )× S1 × R

u′ = R2PQλ(u),(5.40)

θ′ = 1 +R2(Qλ(u), ıu),(5.41)

R′ = λR +R3((Qλ(u), u).(5.42)

Consider the system of vector fields on S(V )× R obtained by setting θ′ = 0.

u′ = R2PQλ(u),(5.43)

R′ = λR +R3((Qλ(u), u).(5.44)

It follows from the proof of theorem 5.1.5 that we can choose λ0 > 0 so that for
each λ ∈ [0, λ0] there exists a G × S1-invariant topologically embedded sphere
Σ(λ) ⊂ S(V )× R satisfying

(a) Σ(λ) is invariant by the flow of (5.44,5.44).
(b) The flow of (5.44,5.44) restricted to Σ(λ) is topologically conjugate to

the flow of PQλ .
(c) Σ(λ) is globally attracting for the flow of (5.44,5.44) in the sense that

every trajectory of (5.44,5.44) with initial condition in S(V ) × R+ is
forward asymptotic to Σ(λ).

Let λ ∈ [0, λ0] and (u,R) ∈ Σ(λ). Let (u(t), R(t)) ∈ Σ(λ) denote the trajec-
tory of (5.44,5.44) with initial condition (u,R). Since Σ(λ) is a compact flow-
invariant set, (u(t), R(t)) is defined for all t ∈ R. Substitute for u,R in the
equation θ′ = 1 +R2(Qλ(u), ıu). Solving for θ, we obtain a continuous map

θλ : Σ(λ)× R→ R

such that for each (u,R) ∈ Σ(λ), (u(t), R(t), θλ(u,R, t)) is the trajectory through
(u,R, 0) for (5.41,5.42,5.42). Define kλ : Σ(λ)→ S1 by

kλ(t) = exp(ıθλ(u,R, t)).

Let Φλ
t and Φ̂λ

t respectively denote the flows induced by (5.41,5.42,5.42) and
(5.44,5.44) on Σ(λ). It follows from our construction of kλ that for all λ ∈ [0, λ0],
(u,R) ∈ Σ(λ) we have

Φλ
t (u,R) = kλ(u,R, t)Φ̂

λ
t (u,R)

and so the flows Φλ
t and Φ̂λ

t are drift conjugate. Transforming back to V the
theorem follows. �
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Exercise 5.6.25. Let X ∈ V0(V,G × S1). Let X̂1, X̂2 be any two transfor-

mations of f to S(V )×S1×R given by lemma 5.6.18. Show that the flows of X̂1,

X̂2 are drift conjugate. In particular, verify that the flow of X? is drift conjugate
to the flow of X??.

5.6.7. The algebraic Hopf theorem. We have seen both for steady state
and now Hopf bifurcations how the use of polar blowing-up can be a very effec-
tive tool for the analysis of equivariant bifurcation problems. In this section we
show how we can use the classical blowing-up or quadratic transformations from
complex algebraic geometry in the analysis of the equivariant Hopf bifurcation.
Even though the equations we consider are not holomorphic (complex analytic),
the S1-equivariance allows us to apply these complex algebraic techniques.

As we shall soon need to define local coordinate structures on P (V ), we shall
for the remainder of this section identify V with Cn and, where necessary, write
z ∈ Cn in the coordinate form (z1, . . . , zn). As usual, we denote the complex
projective space of Cn by Pn−1(C) and recall that we always assume n ≥ 2.

We define an equivalence relation ∼ on Cn \ {0} by z ∼ z′ if and only if there
exists λ ∈ C? such that z′ = λz. We may identify Cn \ {0}/ ∼ with Pn−1(C) by
mapping z to the C-line through z. We regard nonzero n-tuples (z1, . . . , zn) as
defining homogeneous coordinates on Pn−1(C). Two nonzero n-tuples (z1, . . . , zn),
(z1, . . . , zn) define the same point of Pn−1(C) if and only if there exists λ ∈ C?
such that zi = λz′i, 1 ≤ i ≤ n.

We define an atlas A = {(Ui, φi) | 1 ≤ i ≤ n} of charts for Pn−1(C) by

Ui = {(z1, . . . , zn) | zi 6= 0},
φi(z1, . . . , zn) = (z1/zi, . . . , zi−1/zi, zi+1/zi, . . . , zn/zi), z ∈ Ui.

The atlas A gives Pn−1(C) the structure of a complex manifold (in fact an alge-
braic variety – the maps φiφ

−1
j are rational functions). For future reference note

that each chart map φi is a diffeomorphism of Ui onto Cn−1 with inverse ψi = φ−1
i

given by

(5.45) ψi(Z1, . . . , Zn−1) = (Z1, . . . , Zi−1, 1, Zi, . . . , Zn−1).

We define a new complex G× S1-manifold C̃n and projection map B : C̃n →
Cn such that

(a) B is a complex analytic map.
(b) B−1(0) ≈ Pn−1(C).

(c) B restricts to a complex analytic diffeomorphism of C̃n \ Pn−1(C) onto
Cn \ {0}.

(d) (C̃n)S
1

= B−1(0) and B−1(0) is G-invariant.

We call B : C̃n → Cn (or C̃n) the blowing-up of Cn at the origin.
Since Pn−1(C) is the set of C-lines through the origin of Cn, we may define

C̃n = {(z, u) ∈ Cn × Pn−1(C) | z ∈ u}.
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Ignoring for a moment the smoothness of C̃n, we define the map B to be the
restriction to C̃n of the projection π1 : Cn × Pn−1(C)→ Cn onto the first factor.
With these definitions, it is immediate that B−1(0) ≈ Pn−1(C) and B maps

C̃n \ Pn−1(C) 1:1 onto Cn \ {0}.
Next we define an atlas of charts for C̃n. In order to do this we define for

1 ≤ i ≤ n maps Ψi = (ψCi , ψ
P
i ) : Cn → Cn × Pn−1(C) where

ψCi (Z1, . . . , Zn) = (Z1Zi, . . . , Zi−1Zi, Zi, Zi+1Zi, . . . , ZnZi),

ψPi (Z1, . . . , Zn) = (Z1, . . . , Zi−1, 1, Zi+1, . . . , Zn).

Each Ψi is a smooth embedding of Cn onto an open and dense subset Ũi of
C̃n. Since ∪iŨi = C̃n, Ã = {(Ũi,Ψ−1

i ) | 1 ≤ i ≤ n} is an atlas of charts for C̃n.
If we set Bi = B ◦Ψi, then

Bi(Z1, . . . , Zn) = (Z1Zi, Z2Zi, . . . , Zi, . . . , ZnZi), ((Z1, . . . , Zn) ∈ Cn).

This is the formula that enables is to compute, in Ψi-coordinates, the B-transform
of functions or vector fields defined on Cn.

Finally, take the G×S1-action on Cn×Pn−1(C) defined as the product of the
given G×S1-action on Cn with the induced G = G×S1-action on Pn−1(C). Since

C̃n is a G× S1-invariant submanifold of Cn × Pn−1(C), C̃n inherits the structure
of a smooth G× S1-manifold. Clearly condition (d) is satisfied.

Example 5.6.26. We compute the blowing-up of the holomorphic vector field
defined on C2 by

z′1 = z1z
2
2 ,

z′2 = z3
1 + z3

2 .

We work out the transform of the vector field in Ψ1-coordinates. To do this, we
make the substitutions z1 = Z1, z2 = Z2Z1. Differentiating we obtain z′1 = Z ′1,
z′2 = Z ′2Z1 + Z2Z

′
1. After substitution and simplification we obtain

Z ′1 = Z3
1Z

2
2 ,

Z1Z
′
2 = Z3

1 .

The set Z1 = 0 lies in B−1(0) – the exceptional variety of the blowing-up. Can-
celling the factor Z1, gives the transformed vector field X̃(Z1, Z2) = (Z3

1Z
2
2 , Z

2
1).

Up to a scale – and off the exceptional variety – we may reduce to

Z ′1 = Z1Z
2
2 ,

Z ′2 = 1.

These equations may be solved explicitly and, projecting back to C, we find the
phase portrait of the original system (except on z1 = 0). We may similarly look
at the system in Ψ2-coordinates.
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The blowing-up technique described in the previous example will not generally
work for smooth families of vector fields z′ = X(z, λ) on Cn, X(0, λ) ≡ 0. The
reason is that if the map X is not holomorphic, then we get conjugate complex
factors Z̄i in the blown-up vector field which we cannot cancel. However, if we
assume that the family is S1-equivariant, we find that we can again cancel the Zi
factors associated to the exceptional variety. We illustrate with an example from
equivariant bifurcation theory.

Example 5.6.27. We consider the cubic truncation of a D4× S1-equivariant
system on C2.

z′1 = (λ+ ı)z1 + (a(|z1|2 + |z2|2) + b|z1|2)z1 + cz̄1z
2
2 ,

z′2 = (λ+ ı)z2 + (a(|z1|2 + |z2|2) + b|z2|2)z2 + cz̄2z
2
1 ,

where a, b, c ∈ C. Transforming using z1 = Z1, z2 = Z1Z2, we find that

Z ′1 = (λ+ ı)Z1 + (a(|Z1|2 + |Z1|2|Z2|2) + b|Z1|2|Z2|2)Z1 + c|Z1|2Z2
2 ,

Z1Z
′
2 = Z1|Z1|2

(

bZ2(|Z2|2 − 1) + c(Z̄2 − Z3
2)
)

.

Dividing the second equation by Z1 and then by the scale |Z1|2, we obtain

Z ′2 = bZ2(|Z2|2 − 1) + c(Z̄2 − Z3
2).

This equation is independent of both Z1 and |Z1|2 and corresponds to the phase
vector field (defined on P1(C)). The Z ′1-equation can be thought of as a complex
version of the radial equation. Notice that every zero of the Z ′2-equation gives
rise to a branch of limit cycles for the original system. This follows trivially by
substitution for Z2 in the first equation, applying the (standard) Hopf bifurcation
and projecting back to C2. It was shown by Swift [166] that for this truncation
there could exist branches of limit cycles of submaximal isotropy type. Swift’s
calculations depended on the use of spherical polar coordinates. We briefly sketch
how we calculate the zeros of the equation P (z) = bz(|z|2 − 1) + c(z̄ − z3) = 0.
First of all observe that z = 0,±1,±ı are all zeros (these solutions are all forced
by symmetry and may be deduced by an analysis based on 1-complex dimension
fixed point spaces). We investigate the possibility of new solutions. First of all we
may assume b, c 6= 0. If b = 0, c 6= 0, then we just get the solutions z = 0,±1,±ı.
If c = 0, b 6= 0, then the problem degenerates and every z with |z| = 1, 0 is
a solution. Dividing P (z) by b, we reduce to considering the equation Q(z) =
z(|z|2 − 1) + d(z̄ − z3) = 0, where d is a non-zero complex number. Multiplying
Q by z̄, we consider the equation z̄Q(z) = |z|2(1 − |z|2) + d(z̄2 − |z|2z2) = 0.
Write d = α + ıβ, z = x + ıy and take real and imaginary parts of z̄Q. Setting
r2 = x2 + y2, we derive the equations

r2(1− r2) + α(x2 − y2)(1− r2) + 2βxy(1 + r2) = 0,

β(x2 − y2)(1− r2)− 2αxy(1 + r2) = 0.
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Now add α times the first equation to β times the second equation. We obtain

αr2(1− r2) + α2(x2 − y2)(1− r2)) + β2(x2 − y2)(1− r2) = 0.

Cancelling the term 1−r2 (which generates no new solutions as d 6= 0), and after
some rearrangement, we obtain

x2(α2 + β2 + α) = y2(α2 + β2 − α).

It follows that a necessary condition for the existence of new solutions is that
|d|2 > |Re(d)|. We use this relation between x2 and y2 to eliminate x from the
equation for the imaginary part of z̄Q. After a little work, we find the following
equation for y2.

2y2(α2 + β2)(
√

(α2 + β2)2 − α2 ± β) = (α2 + β2 + α)(β ∓
√

(α2 + β2)2 − α2).

The terms involving square roots have to have the same sign in order that there
be real solutions. That is |β| >

√

(α2 + β2)2 − α2. Squaring and simplifying, we
find that α2 + β2 < 1. Consequently,

1 > |d|2 > |Re(d)|
are necessary and sufficient conditions for the existence of submaximal solution
branches. In fact, as was shown by Swift, if the conditions of the invariant sphere
theorem hold then, by applying the Poincaré-Bendixon theorem to the flow on
P1(C) = S2, there exists an open subspace of parameters b, c where there are
limit cycles for the induced flow on S2. These limit cycles lift to give branches of
2-tori with quasi-periodic flow for the original system on C2 [166, §3.9].

Lemma 5.6.28. Let X ∈ V0(Cn, G × S1) and suppose X(z, λ) = (λ + ı)z +
F (z, λ). Under blowing-up, X transforms to a smooth G× S1-equivariant family

X̃ of vector fields on C̃n. The equations for X̃ in Ψi-coordinates are given by

Z ′1 = (F1(Z1Zi, . . . , Zi, . . . , ZnZi, λ)− Z1Fi(Z1Zi, , . . . , Zi, . . . , ZnZi, λ))/Zi,

. . . = . . .

Z ′i = (1 + ı)Zi + Fi(Z1Zi, . . . , Zi, . . . , ZnZi, λ),

. . . = . . .

Z ′n = (Fn(Z1Zi, . . . , Zi, . . . , ZnZi, λ)− ZnFi(Z1Zi, , . . . , Zi, . . . , ZnZi, λ))/Zi.

Proof. In order to compute X̃ in Ψi-coordinates, we make the substitutions
zi = Zi, and zj = ZjZi, j 6= i. Noting that z′i = Z ′i, z

′
j = Z ′jZi + ZjZ

′
i and

substituting in the equations z′` = (λ + ı)z` + F`(z1, . . . , zn, λ), 1 ≤ ` ≤ n, leads
to equations for Z ′1, . . . , Z

′
n. The smoothness of the expressions (Fj − ZjFi)/Zi

follows from lemma 5.6.4. �

Remark 5.6.29. If the vector field F in lemma 5.6.28 is a homogenous cubic,
then

(Fj − ZjFi)(Z1Zi, . . . , Zi, . . . , ZnZi)/Zi = |Zi|2(Fj − ZjFi)(Z1, . . . , 1, Zn).
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This implies that, up to a scale, the equations for Z ′j, j 6= i, are independent of
Zi.

Recall the phase blowing-up map π : S2n−1 × S1 × R → Cn and the Hopf
fibration ν : S2n−1 → Pn−1(C). Noting that both π and ν are G×S1-equivariant
(S1 acts trivially on Pn−1(C)), we define the smooth G × S1-equivariant map

χ : S2n−1 × S1 × R→ C̃n by

χ(u, eıθ, R) = (π(u, eıθ, R), ν(u)).

Lemma 5.6.30. (1) π = B ◦ χ.

(2) If X ∈ V0(Cn, G× S1) has B-transform X̃ and X̂ is any π-transform of

X – for example, X?? or X? – then X̃ is related to X̂ by

(Twχ)X̂(w) = X̃(χ(w)).

Proof. The equality π = B ◦ χ is immediate from the definitions of χ and
B. The second statement follows since π = B ◦ χ and X̃ is uniquely determined
by the relation Tx̃X̃(x̃) = X(B(x̃)), x̃ ∈ C̃n. �

Theorem 5.6.31. Let X ∈ V0(Cn, G× S1) and write

X(x, λ) = (λ+ ı)z + F (z).

There exist smooth maps P j : Cn−1 × R→ Cn−1, 1 ≤ j ≤ n, such that each zero
(z.ρ), ρ > 0, of P j determines a unique limit cycle of X. Conversely, to every
S1-invariant limit cycle of z′ = X(z, λ), there is associated a zero of some P j.

Proof. We construct the map P 1. By lemma 5.6.28, we may write X̃ in
Ψ1-coordinates as

Z ′1 = (1 + ı)Z1 + F1(Z1, . . . , . . . , ZiZ1, . . . , ZnZ1),

Z ′j = (Fj(Z1, . . . , ZiZ1, . . . , ZnZ1)− ZjF1(Z1, . . . , ZiZ1, . . . , ZnZ1))/Z1, j > 1.

Applying lemma 5.6.4, there are smooth functions F̃ 1
i : Cn−1 ×R→ C such that

Fi(Z1, . . . , ZiZ1, . . . , ZnZ1) = Z1|Z1|2F̃ 1
i (Z2, . . . , Zn, |Z1|2), 1 ≤ i ≤ n. Define

P 1
j (Z2, . . . , Zn, |Z1|2) = F̃ 1

j (Z2, . . . , Zn, |Z1|2)− ZjF̃ 1
1 (Z2, . . . , Zn, |Z1|2), j ≥ 2.

We may write the equation for Z ′j in the form

Z ′j = |Z1|2P 1
j (Z2, . . . , Zn, |Z1|2), j ≥ 2.

Define P 1 = (P 1
2 , . . . , P

1
n) : Cn−1×R→ Cn−1. We similarly define P j, 2 ≤ j ≤ n.

Suppose that P 1(Z0
2 , . . . , Z

0
n, R

2
0) = 0, where we have set |Z1|2 = R2

0 and we
assume R0 6= 0. If we make the substitution Z1 = R exp(ıθ) in the equation for
Z ′1 and fix (Z2, . . . , Zn) = (Z0

2 , . . . , Z
0
n), we find that

R′ = λR +R3α(Z0
2 , . . . , Z

0
n, R

2),

θ′ = 1 +R2β(Z0
2 , . . . , Z

0
n, R

2),
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where F̃ 1
1 = α+ ıβ. In particular, if λ = −R2

0α(Z0
2 , . . . , Z

0
n, R

2
0), then R = R0 will

be an equilibrium of the radial equation. If we set p = 1 + R2
0β(Z0

2 , . . . , Z
0
n, R

2
0),

then there is a limit cycle solution of the original system with with period 2π/p
(we allow the possibility of the degeneracy p = 0 in which case we obtain a circle
of equilibria).

Conversely, if γ is an S1-invariant limit cycle of z′ = Xλ(z), then γ will lift to
an S1-invariant limit cycle of X̃λ. For some j, we may choose local Ψj coordinates
so that Zj is non-vanishing on γ̃. Just as we did above, it is then easy to verify
that γ̃ determines a zero of P j. �

The maps P j given by theorem 5.6.31 are, up to a scale, local representatives
of the vector fields U(u,R) induced on P n−1(C) via phase blowing-up. In partic-
ular, if F = Q is a homogeneous cubic, then the P j are local representatives of
the phase vector field PQ (up to a scale). We indicate why this is so for P 1.

We start by defining some maps – as usual ν : S2n−1 → Pn−1(C) denotes the
Hopf fibration. Let ν : S2n−1 × S1 × R → Pn−1(C) × R be the map defined by

ν(u, eıθ, R) = (ν(u), R2). Define b : C̃n → Pn−1(C) × R by b(z, u) = (u, ‖z‖2).

Let Ψ1 : Cn → C̃n be the chart map defined by

Ψ1(Z1, . . . , Zn) = ((Z1, Z1Z2, . . . , Z1Zn), (1, Z2, . . . , Zn)).

Observe that b ◦Ψ1 : Cn → Pn−1(C)× R is the map

(b ◦Ψ1)(Z1, . . . , Zn) = ((1, Z2, . . . , Zn), (|Z1|2‖(1, Z2, . . . , zn)‖2).

In particular, if we identify Cn−1 ⊂ Cn with Z1 = 0, the Pn−1(C)-component
of (b ◦ Ψ1)|Cn−1 is the standard chart map φ−1

1 : Cn−1 → Pn−1(C) for Pn−1(C).
But φ−1

1 maps P 1 to a |Z1|2-dependent vector field P̄ 1 on U1 ⊂ Pn−1(C). Since
ν = b◦χ, it follows that, up to a strictly positive scale, P̄ 1 is equal to U(u,R)|U1.

Remark 5.6.32. We assumed in the statement of theorem 5.6.31 that F was
independent of λ. We explain now why this is not a serious restriction. For
simplicity, we continue to assume G is finite. Later, in chapter 10, we prove that
there is an open and dense subset S(Cn, G× S1) of V0(Cn, G× S1) consisting of
stable families. Each X ∈ S has a finite number of branches of hyperbolic limit
cycles and the stability is determined by a finite jet jpX0(0). For stable families,
the signed indexed branching pattern of z′ = (λ + ı)z + F (z, λ) will be the the
same as that of z′ = (λ+ ı)z + F (z, 0).

Typically the zero u(R) = (Z0
2 , . . . , Z

0
n) of P j described in the proof of theo-

rem 5.6.31 will depend smoothly on R. For R > 0, u will be a hyperbolic zero
of P j provided that the corresponding branch of limit cycles is hyperbolic. Of
course, with appropriate variation, all of these remarks apply to steady state
bifurcations (see remark 5.1.12).

Example 5.6.33. We investigate an example where the cubic truncation does
not determine the dynamics. We consider the standard irreducible representation
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of D3 on C2. A set of generators for the module of (C2)D3×S1
-equivariants is given

by
{(z1, z2), (|z1|2z1, |z2|2x2), (z̄2

1z
3
2 , z̄

2
2z

3
1), (z4

1 z̄
3
2 , z

4
2 z̄

3
1)}.

(See [84, chapter XVIII,§2] for more details.) We consider X ∈ V0(C2,D3 × S1)
of the form X(z, λ) = (λ+ ı)z + F (z) where

F1(z1, z2) = (a‖z‖2 + b|z1|2)z1 + cz̄2
1z

3
2 + dz4

1 z̄
3
2 ,

F2(z1, z2) = (a‖z‖2 + b|z2|2)z2 + cz̄2
2z

3
1 + dz4

2 z̄
3
1 ,

where a, b, c, d ∈ C. If d = 0, this is the normal form for the D3-equivariant Hopf
bifurcation (see [84, chapter XVIII, §§1–4] and note that we will not assume any
results from [84] in what follows). Computing we find that

(5.46) P 1(Z2, |Z1|2) = bZ2(|Z2|2 − 1) + c|Z1|2(Z̄2
2 − Z4

2) + d|Z1|4(|Z2|2Z̄2
2 − Z4

2).

We have seven Z1-independent solutions Z2 = 0 and Z2 = exp(2pπı/6), 0 ≤
p ≤ 5. These determine branches of limit cycles along the lines z2 = 0 and
z2 = exp(2pπı/6)z1. Examination of P 2 yields the additional solution Z1 = 0
and corresponding branch of limit cycles along z1 = 0 (these are the solutions
forced by symmetry - see examples 5.6.16, 5.6.20). There remains the possibility
of solutions of (5.46) which depend on |Z1|2. We shall assume that b, c 6= 0 and
Re(bc̄) 6= 0. Note that if c = 0 then Z2 = w is a solution of (5.46) whenever
|w| = 1. On the other hand if b = 0, then we get the seven solutions described
above. Dividing by b, we reduce to solving the equation

(5.47) z(|z|2 − 1) + er2(z̄2 − z4) + fr4(|z|2z̄2 − z4) = 0,

where e = cb̄/|b|2 6= 0, f = d/b, we have set Z2 = z, |Z1|2 = r2 and we assume
Re(e) 6= 0. It follows from the general theory that we develop in chapters 6, 10
that if X ∈ S(C2,D3 × S1) is a stable family then we may find a real analytic
solution to (5.47) of the form

z(t) =
∞
∑

i=0

zit
i, r(t) =

∞
∑

i=0

rit
i, (t ∈ [0, δ]),

where r(0) = 0 and so r0 = 0. Substituting in (5.47), and comparing terms of
the same order we find that provided Re(e) 6= 0, we must have z0 = exp(2pπı/6),
where p ∈ {0, . . . , 5}. Without loss of generality, assume p = 0 and z0 = 1
(the analysis is similar if z0 = exp(πı/3)). Write z = 1 + w and substitute
in (5.47). Taking real and imaginary parts, we may use the implicit function
theorem to solve for the real part of w = x + ıy and thereby obtain x = x(y, r)
as a smooth function of y, r, 0 ≤ |y|, r < δ. Differentiating implicitly, we find
that x(y, r) = yrβ(y, r), where β is smooth. Substituting in the equation for
the imaginary part of (5.47), we obtain an equation of the form yrA(y, r) = 0
where A(0, 0) 6= 0. It follows that y = x = 0 for r sufficiently close to zero
and so z(t) ≡ 1 for sufficiently small |Z1|. The argument we have given is valid
provided that X is stable. As we shall see later, the stability of X depends
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only on the coefficients b, c, d (evaluated at zero if they depend on λ). More
precisely, the computations we have given are valid provided b, c, d lie outside of
a closed semialgebraic subset A of C3 of real codimension at least 1. In fact, the
coefficient d plays no role (consistent with the normal form given in [84, chapter
XVIII, §§1–4]) and we may take C3 \ A = {(b, c, d) ∈ C3 | Re(bc̄) 6= 0, bc 6= 0}.
The radial coefficient a is needed for computations of the stability of branches of
limit cycles. In this way we are able to determine all generic branches of limit
cycles for the D3 × S1-equivariant problem. When we break symmetry to D3 –
and thereby allow for flat D3-equivariant terms – all the branches we have found
persist. However, there still remains the tricky problem of showing that no new
branches of limit cycles appear when we allow for flat D3-equivariant terms.

5.7. Notes on chapter 5

The first part of the chapter is largely based on the treatment of the invariant
sphere theorem given in [57] together with the applications described in [57, 73]
and the paper with Jim Swift [74]. More applications and examples of homoclinic
cycles and networks are in [61]. There is now a quite extensive literature on
homoclinic and heteroclinic cycles in equivariant bifurcation theory. In particular,
we mention the survey article by Krupa [106], and the papers by Krupa and
Melbourne [107, 108] on asymptotic stability and bifurcation of cycles. For
general results on heteroclinic cycles in systems with wreath product symmetries
there is the article by Dias, Dionne and Stewart [42]. Heteroclinic networks
arising from symmetry have been studied by Kirk and Silber [101]. In a slightly
different direction, we mention the work of Ashwin and Field [6]. There is also
an extensive literature on heteroclinic cycles in population models that goes back
to May and Leonard’s paper [122].

The remainder of the chapter is about the equivariant Hopf bifurcation and
based on [75, 59] (and inspired by the earlier works [74, 166]). Methods used are
based on a complex version of the invariant sphere theorem as well as blowing-
up techniques from complex algebraic geometry. Overall, the aim is to combine
geometric, analytical and algebraic techniques to discover information about ex-
istence of branches of limit cycles (with no maximal isotropy constraints) and
dynamics. As indicated in the text, there is an extensive set of examples and ap-
plications on the equivariant Hopf bifurcation in Golubitsky, Stewart and Schaef-
fer [84]. The authors use methods based on the complex version of the equivariant
branching lemma which yield branches of limit cycles which have necessarily have
maximal spatiotemporal normal form symmetry.





CHAPTER 6

Equivariant transversality

6.1. Introduction

The topic of this chapter is the theory of G-transversality or equivariant gen-
eral position. After preliminaries on C∞-topologies, jet bundles and transversality
theory we start work on the theory of general position for equivariant maps. Un-
like what happens in standard transversality theory, we do not have a simple
geometric definition of what it means for a map to be G-transversal to a G-
invariant submanifold. It is, however, possible to show that there is an intrinsic
definition of equivariant transversality that is independent of all choices. It takes
some work to get to this definition. The first step is straightforward. We reduce
the problem of defining equivariant transversality to a local problem about solv-
ing equivariant equations f(x) = 0, where f : V → W and (V,G) and (W,G)
are G-representations. We reformulate the problem of finding ‘generic’ solutions
to f(x) = 0 in terms of transversality to an algebraic variety Σ. In order to
do this we need some serious preliminaries involving spaces of polynomial and
smooth equivariant maps (‘smooth invariant theory’), the theory of stratifying
(partitioning) semialgebraic sets into smooth pieces that fit together well and
the theory of transversality of maps to stratified sets. The key step towards ob-
taining an intrinsic definition of G-transversality comes next. We prove that we
can formulate the equivariant transversality of a map f : V → W to 0 ∈ W at
0 ∈ V in terms of transversality to a stratification A of an invariantly defined
vector space U, where dim(U) depends only the representations V,W . We prove
that the stratification A of U depends only on the representations V and W . In
addition, we show that A admits natural symmetries related to coordinate invari-
ance. It is then fairly routine to show that equivariant transversality satisfies the
characteristic properties of transversality including openness, density and a vari-
ant of the transversality isotopy theorem. We conclude with a section showing
how the assumption of G-transversality imposes constraints on the symmetries
of solutions.

We have tried to present the local theory in as simple a way as possible.
Thus we generally work on representations (rather than proper G-invariant open
subsets) and use generating sets of homogeneous polynomials. (This will be
the setting for our subsequent applications of G-transversality to equivariant
bifurcation theory.) Only when we come to proving the openness of equivariant
transversality do we consider the more complicated issue of sets of inhomogeneous
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polynomial generators. Readers mainly interested in applications of equivariant
transversality to bifurcation theory are advised to omit 6.7.1 and 6.11 – 6.14 at
first reading.

6.2. C∞-topologies on function spaces

We have already given the definition of the C∞-topology for smooth vector
valued maps on open subsets of Rn (chapter 4). There are several equivalent
ways to proceed when we come to consider the space C∞(M,N) of smooth maps
between the differential manifolds M and N . These approaches are covered in
introductory texts on differential manifolds and all we do here is we review the
definitions and main ideas. We start by giving a conceptually easy approach
which builds on our definition for C∞(Rp,Rq) (this needs the tubular neighbour-
hood theorem), then we give a definition based on local coordinates. Finally,
after a short digression on jet spaces, we give a coordinate-free definition of the
C∞-topologies (although we do not need jet spaces in this chapter, they will play
an important role in chapter 7). We emphasize C∞-topologies; the definitions for
Cr-topologies are similar (and simpler).

Our first method uses Whitney’s embedding theorem [92, chapter 1,§3] to rep-
resent M and N as closed submanifolds of Rp and Rq. We may then topologize
C∞(M,N) as a (closed) subspace of C∞(Rp,Rq). We call the resulting topology
on C∞(M,N) the C∞-topology. For this approach, we need the tubular neigh-
bourhood theorem (proposition 3.4.1, remarks 3.4.2) to construct an extension
operator L : C∞(M,N) → C∞(Rp,Rq) and so embed C∞(M,N) in C∞(Rp,Rq)
(L composed with restriction to M is the identity map of C∞(M,N)). Our sec-
ond approach uses local constructions. Let f ∈ C∞(M,N). Suppose that (U, φ)
is an M -chart, K is a compact subset of U , and (V, ψ) is an N -chart such that
f(K) ⊂ V . Working in the local coordinates given by (U, φ) and (V, ψ), we define
for every r ∈ N and ε > 0, the set W (f,K, r, ε) ⊂ C∞(M,N) to consist of all
maps g such that g(K) ⊂ V and ‖f − g‖Kr < ε (see chapter 4 for the definition
of ‖ ‖Kr ). The collection of sets W (f,K, r, ε) over all (U, φ), (V, ψ), K, r, ε then
defines a basis of open sets for the C∞-topology on C∞(M,N).

If M is not compact, the C∞-topology gives no control over the behavior of
maps at infinity. To remedy this problem, Whitney introduced a finer topology,
now known as the Whitney C∞-topology. We describe the Whitney topology,
first for C∞(Rp,Rq). For each f ∈ C∞(Rp,Rq), we construct a neighbourhood
base of f for the Whitney topology. Given r ∈ N, x ∈ Rp, let ρ(f, r)(x) = ‖f‖xr .
Let δ : Rp → R be a smooth (continuous will do) strictly positive function. We
define

W (f, r, δ) = {g ∈ C∞(Rp,Rq) | ρ(f − g, r)(x) < δ(x), x ∈ Rp}.
The collection of all W (f, r, δ), r ∈ N, δ : Rp → R+ defines a neighbourhood
base for f . Varying over all f ∈ C∞(Rp,Rq), we define a base for the Whitney
C∞-topology on C∞(Rp,Rq).
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Once we have the Whitney C∞-topology on C∞(Rp,Rq), we can define the
Whitney C∞-topology on C∞(M,N) by embedding M and N as closed subman-
ifolds of Rp, Rq just as we did for the C∞-topology. Alternatively, we can follow
the local construction but now allowing for arbitrary families of compact subsets
Ki ∈M (see [92, chapter 2] for details).

For future reference, we highlight two properties of the C∞ and Whitney C∞-
topologies (we refer the reader to [92, chapter 2], [81, chapter II] or [1] for more
details and proofs.

Lemma 6.2.1. (1) If M is compact, the Whitney C∞ and C∞-topologies
coincide. If M is not compact, the topologies differ.

(2) C∞(M,N) is a Baire space1 in either the Whitney C∞- or C∞-topology.
(3) If (fn) ⊂ C∞(M,N) converges to F ∈ C∞(M,N) in the Whitney C∞-

topology, then there exists a compact subset K of M such that for all
sufficiently large n, fn = F on M \K.

Remark 6.2.2. Lemma 6.2.1 continues to hold when M , N are G-manifolds
and we replace C∞(M,N) by C∞G (M,N) – the space of smooth equivariant maps
from M to N .

Exercise 6.2.3. (1) Construct the extension operator L : C∞(M,N) →
C∞(Rp,Rq) required for the first construction of the (Whitney) C∞-topology.
(2) Verify that the two definitions we have given of the C∞-topology are equiva-
lent. Similarly for the Whitney C∞-topology.
(3) Show that in the Whitney topology, C∞(Rp,Rq) is not first countable and is
therefore not metrizable. Show that C∞(M,N) is metrizable in the C∞-topology
even if M is not compact.
(4) Show that the Weierstrass approximation theorem is not true for C∞(Rp,Rq)
if we take the Whitney topology.
(5) Let M,N be smooth G-manifolds. Show that C∞G (M,N) is a closed subset
of C∞(M,N) in either the C∞- or Whitney C∞-topology.

6.2.1. Jet bundles. For d ≥ 0, let Lds(Rp,Rq) denotes the vector space of
symmetric d-linear maps from Rp to Rq (L0

s(Rp,Rq) = Rq). We recall the natural
isomorphism Lds(Rp,Rq) ≈ P d(Rp,Rq) defined by mapping A ∈ Lds(Rp,Rq) to
PA ∈ P d(Rp,Rq), where PA(x) = 1

d!
A(xd). In particular, for r ≥ 0,

r
∏

j=0

Ljs(Rp,Rq) ≈ P (r)(Rp,Rq).

Let U be an open subset of Rp. For r ≥ 0, define the space Jr(U,Rq) of r-jets
from U to Rq by

Jr(U,Rq) = U ×
r
∏

j=0

Ljs(Rp,Rq) ≈ U × P (r)(Rp,Rq).

1The countable intersection of open and dense subsets is dense.
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There are natural projections πp : Jr(U,Rq) → U and πq : Jr(U,Rq) → Rq
defined by mapping (x, (A0, A1, . . . , Ar)) to x and A0 respectively.

We define the r-jet extension map jr : C∞(U,Rq)→ C∞(U, Jr(Rp,Rq)) by

jrf(x) = (x, (f(x), Df(x), . . . , Drf(x)), (x ∈ U).

We refer to jrf(x) as the r-jet of f at x. If we use the identification with
polynomial maps, then the r-jet of f at x may be identified with the degree r
Taylor polynomial Trf(x) of f at x and conversely.

Suppose that M,N are smooth manifolds and x ∈ M , y ∈ N . Let f, g be
smooth N -valued maps defined on an open neighbourhood of x ∈ M . We write
f ∼rx,y g if f(x) = g(x) and we can find coordinate charts (U, φ), x ∈ U , and
(V, ψ), y ∈ V , such that

jr(ψfφ−1)(φ(x)) = jr(ψgφ−1)(φ(x)).

This definition is independent of the choice of charts and ∼rx,y is an equiva-
lence relation. Let Jrx,y(M,N) denote the set of equivalence classes of ∼rx,y. It

is straightforward to check that Jrx,y(M,N) ∼=
∏r

j=1 L
j
s(Rp,Rq). We define the

bundle of r-jets of smooth maps from M to N by

Jr(M,N) = ∪(x,y)∈M×NJ
r
x,y(M,N) (disjoint union).

We have natural projections πM : Jr(M,N) → M , πN : Jr(M,N) → N . For
each f ∈ C∞(M,N), we define the r-jet extension map jrf : M → Jr(M,N) by
requiring jrf(x) to be the ∼rx,f(x) equivalence class of f .

Suppose that (U, φ) is an M -chart, (V, ψ) is an N -chart. If we let Jr(U, V ) =
∪(x,y)∈U×V J

r
x,y(M,N) ⊂ Jr(M,N) then there is a natural bijection

ν : Jr(U, V )→ Jr(φ(U), ψ(V )) ⊂ Jr(Rm,Rn).

In order to construct ν, suppose that x ∈ U , y ∈ V and α is the ∼rx,y-equivalence
class of a smooth map f defined on some open neighbourhood of x in U and
such that f(x) = y. We define ν(α) to be the ∼rφ(x),ψ(y)-equivalence class of

ψfφ−1 in Jr(φ(U), ψ(V )). Obviously, ν is a bijection onto Jr(φ(U), ψ(V )). Since
Jr(φ(U), ψ(V )) is an open subset of Jr(Rm,Rn), we may use (Jr(U, V ), ν) as a
chart for Jr(M,N). With some straightforward, if tedious, computations, we
may show that the collection of all such charts gives Jr(M,N) the structure of a
differential manifold (we use the charts to define a topology on Jr(M,N)).

Theorem 6.2.4. Let M,N be smooth manifolds.

(1) For r ≥ 0, Jr(M,N) has the natural structure of a smooth manifold and
dim(Jr(M,N)) = dim(Jr(Rm,Rn)), where m = dim(M), n = dim(N).

(2) The maps πM : Jr(M,N) → M , πN : Jr(M,N) → N are smooth
submersions.

(3) For each f ∈ C∞(M,N), the r-jet extension jrf : M → Jr(M,N) is
smooth.
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Proof. For the details we refer to [92] or [81]. �

6.2.2. Natural constructions of C∞-topologies. We may use the jet
bundles Jr(M,N) to give definitions of the C∞- and Whitney C∞-topologies
that avoid the Whitney embedding theorem or the use of charts. First, the C∞-
topology. The r-jet extension defines a map jr : C∞(M,N)→ C0(M,Jr(M,N)).
Take the compact open topology on C0(M,Jr(M,N)). We take the weakest
topology on C∞(M,N) such that jr : C∞(M,N)→ C0(M,Jr(M,N)) is contin-
uous for all r ≥ 0. The resulting topology is the C∞-topology on C∞(M,N).

In order to define the Whitney C∞-topology, let r ≥ 0 and U be any open
subset of Jr(M,N). Let

Wk(U) = {f ∈ C∞(M,N) | jkf(M) ⊂ U}
The family of all sets {Wk(U) | k ≥ 0, U ⊂ Jr(M,N)} is a basis for the Whitney
C∞-topology on C∞(M,N).

Proposition 6.2.5. Let r ≥ 0. The map jr : C∞(M,N)→ C∞(M,Jr(M,N))
is continuous in the Whitney C∞-topology.

Proof. Details may be found in [81]. �

6.3. Transversality

In this section we review parts of the theory of transversality for smooth
maps. Suppose that M , N are connected differential manifolds, dim(M) = m,
dim(N) = n. Let P be a p-dimensional submanifold of N . If f : M → N is a
smooth map, f is transverse to P at x ∈M if either f(x) /∈ P or f(x) ∈ P and

Txf(TxM) + Tf(x)W = Tf(x)N.

We write this symbolically as f tx P . If f is transverse to P at all points of M ,
we say f is transverse to P and write this f t P .

6.3.1. Basic theorems on transversality.

(a) (Openness) If f tx P , then there exists an open neighbourhood U of x
in M such that f ty P , for all y ∈ U .

(b) (Dimension) If f t P and f(M) ∩ P 6= ∅ (so m ≥ n − p), then f−1(P )
is an m− n+ p dimensional submanifold of M .

(c) (Stability) If M is compact, P is a closed submanifold of N and f t P ,
then there exists a C1-open neighbourhood U of f in C∞(M,N) (C∞-
topology) such that for all g ∈ U , g t P . If M is not compact, openness
holds in the Whitney C∞-topology.

(d) (Isotopy theorem) If M is compact, P is a closed submanifold of N ,
f : M × [0, 1] → N is smooth and ft t P , t ∈ [0, 1], then there is
a smooth isotopy Kt : M → M such that Kt(f

−1
t (P )) = f−1

0 (P ) and
K0 = IM .
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(e) (Density) There is a residual subset T of C∞(M,N) such that for all
g ∈ T , g t P . In case P is closed, T is C1-open and C∞-dense in
C∞(M,N) (if M is not compact, we take the Whitney topology).

Remarks 6.3.1. (1) Proofs of these results may be found in the books by
Abraham and Robbin [1], Hirsch [92] or Golubitsky and Guillemin [81] (for the
isotopy theorem, see [1]).
(2) It is obvious that (c,d) fail is P is not closed,
(3) IfM is not compact, we require the Whitney C∞-topology in order to establish
openness results. In fact, as our focus is mainly local, it is safe for the most part
to think in terms of the C∞-topology.

The local theory of transversality is easily reformulated in terms of solutions
to equations locally defined on vector spaces. Specifically, suppose that f ∈
C∞(M,N) and f(x) ∈ P . We may choose smooth charts (U, φ) for M at x and
(V, ψ) for N at x such that f(U) ⊂ V and

(1) φ is a diffeomorphism of U onto an open neighbourhood U1 of 0 ∈ Rm.
(2) ψ is a diffeomorphism of V onto an open neighbourhood V1 × V2 of

ψf(x) = (0, 0) ∈ Rn−p × Rp.
(3) ψ(V ∩ P ) = V2 (an open neighbourhood of ψ(f(x)) = 0 ∈ Rp).

Let π : Rn = Rn−p × Rp → Rn−p denote the projection on the first factor. Then
it follows from the definition of transversality that f tx P if and only if 0 ∈ U1

is not a critical point of f̃ = πψfφ−1 : U1 → Rn−p. If 0 ∈ U1 is not a critical
point, we can always choose U, V sufficiently small so that 0 ∈ V1 is a regular
value of f̃ : U1 → Rn−p. In particular, f ty P for all y ∈ U , proving property (a).
Property (b) follows by applying the implicit function theorem to the equation

f̃(x) = 0. In other words by reformulating transversality as a statement about the
solution to an equation, we can easily derive the local properties of transversality.
Global results, such as the isotopy theorem, require more work (for the density
theorem, we use Sard’s theorem).

Our investigation of equivariant transversality will emphasize local properties.
However, for our general theorems, we will use results about transversality (no
symmetry); in particular results on maps which are transverse to Whitney regular
stratified sets (as described in chapter 3, section 3.9). We will also need results
on the existence of Whitney stratifications of semialgebraic sets.

6.4. Stratumwise transversality and stability

Suppose that M,N are G-manifolds, P is a G-invariant submanifold of N and
f : M → N is a smooth equivariant map. As a first attempt at formulating a
theory of equivariant transversality it is natural to require stratumwise transver-
sality. More precisely, f : M → N is stratumwise transverse to P if for every
isotropy group H ∈ τ ∈ O(M,G) for the action of G on M , we have fH t PH ,
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where fH = f |MH
τ : MH

τ → NH . If f is an embedding, stratumwise transversal-
ity is equivalent fτ t Pτ , for all τ ∈ O(M,G), where fτ = f |Mτ : Mτ → Nτ . It
is not hard to check that if we want a stability or isotopy result for equivariant
transversality then stratumwise transversality is necessary – else we can change
the local topological type of the intersection by a small perturbation. However,
as the following example shows, stratumwise transversality is not sufficient for
the local stability of intersections.

Examples 6.4.1. (1) Let Z2 act on R as multiplication by ±1. Set P = {0} ∈
R. Clearly P is a Z2-invariant submanifold of R. Define the Z2-equivariant map
f : R → R by f(x) = x5. Since f(x) = 0 if and only if x = 0 and f ′(x) 6= 0,
x 6= 0, f is stratumwise transverse to P (and f−1(P ) = {0}). For a ≥ 0,
define fa(x) = x5 − 2ax3 + a2x. Then fa is Z2-equivariant, fa(±

√
a) = 0 and

f ′a(±
√
a) = 0. Hence fa is not stratumwise transverse to P , for all a > 0. Further,

the topological type of f−1
a (P ), a > 0, is different from that of f−1(P ).

(2) The pathology described in (1) can be removed by perturbing f to fε(x) =
x5 + εx, ε 6= 0. We then have fε t0 P , ε 6= 0. However, this approach fails if we
work with families of Z2-equivariant maps. If Ft : R → R is a smooth family of
Z2-equivariant maps, t ∈ R, we may write Ft(x) = xg(x, t), where g is smooth
and an even function of x. We have F t(0,t) P if and only if g(0, t) 6= 0. If we
take g(x, t) = t, then however we perturb g (or F ), there will always be a value
of t near zero for which g(0, t) = 0. Hence there is no way we can equivariantly
perturb away the point of non-transverse intersection of F with P .

A characteristic feature of transversality theory is that transverse intersections
f−1(P ) are submanifolds of the ambient manifold. Moreover, the intersections
vary smoothly as we vary f . Both properties fail for equivariant maps.

Examples 6.4.2. (1) Continuing with the notation of the previous example,
let Ft(x) = xt. The zero set of F is the union of the t and x axes and so has a
‘crossing’ type singularity at the origin. If Gt is a smooth Z2-equivariant family
C2-close to Ft, we have Gt(x) = xh(x, t), where |h(x, t) − t|, |ht(x, t) − 1| are
small near (0, 0). Applying the implicit function theorem, we see that there ex-
ists t0 close to 0 and a smooth map t(x), t(x0) = t0, such that h(x, t(x))) = 0, x
near zero. Since x = 0 lies in the zero set, we see again that there is a crossing
singularity at (0, t0) (see figure 1),
(2) We cannot, in general, require differential stability of solutions sets for equi-
variant mappings. Let SO(2) act on C2 as multiplication by eıθ and on C as
multiplication by e4ıθ. Every SO(2)-equivariant homogeneous polynomial map
P : C2 → C of degree less than four is identically zero. The complex vector space
P 4

SO(2)(C2,C) has basis {z4
1 , z

3
1z2, . . . , z

4
2} and so the general SO(2)-equivariant

polynomial of degree four may be written

Pc(z1, z2) =
4
∑

j=0

cjz
j
1z

4−j
2 ,
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t0

tx = 0 set xh(x,t) = 0:
Perturbed solution

(0,0)

Figure 1. Stable crossing singularity

where c = (c0, . . . , c4) ∈ C5. In this case a natural (necessary) condition to
require for the SO(2)-equivariant transversality of Pc to 0 ∈ C is that c does not
lie on the discriminant locus D ⊂ C5 associated to homogeneous polynomials of
degree 4. Indeed, if c /∈ D, then P−1

c (0) will consist of four distinct complex lines
through the origin of C2. On the other hand, if c ∈ D, then the topological type
of P−1

c (0) can be changed by perturbing c off D. But now suppose c, c? /∈ D. If
T : C2 → C2 is a smooth SO(2)-equivariant diffeomorphism mapping P−1

c (0) to
P−1
c? (0), then the same must be true of the derivative of T at the origin. But this

can only happen if the two sets of four C-lines have the same cross-ratio [177,
section 16], [119, section 8] and so differentiable stability fails.

6.5. Reduction to a problem about solving equations

Suppose that M , N are Riemannian G-manifolds and P is a G-invariant
submanifold of N . Let f : M → N be a smooth G-equivariant map. Suppose
that x ∈ M and f(x) ∈ P . Since f is G-equivariant Gx ⊂ Gf(x) and so Tf(x)N
has the structure of an orthogonal Gx-representation. Let W1 = Tf(x)P and
W2 denote the orthogonal complement of W1 in Tf(x)N . As Gx-representations,
Tf(x)N = W1⊕W2. By Bochner’s theorem 3.4.9, we may choose a Gx-equivariant
diffeomorphism ψ of a Gx-invariant open neighbourhood D of f(x) ∈ N onto an
open neighbourhood B × C of (0, 0) ∈ W1 ⊕W2 so that ψ(f(x)) = (0, 0) and
ψ(D ∩ P ) = B × {0}. Let π : W1 ⊕W2 → W2 denote the projection on W2.

Turning now to M , choose a slice Sx for the action of G at x so that f(Sx) ⊂
D. Let (V,Gx) be the Gx-representation induced on the normal space TxG(x)⊥.
Choose a Gx-equivariant diffeomorphism φ of Sx onto an open neighbourhood A
of 0 ∈ V . We may assume φ(x) = 0. Define f̃ : A ⊂ V → B × C ⊂W1 ⊕W2 by

f̃ = ψfφ−1.
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Clearly f̃ is a smooth Gx-equivariant map satisfying f̃(0) = 0. Moreover, given
any Gx-equivariant map h : A ⊂ V → B × C ⊂ W1 ⊕ W2, we may define a
G-equivariant map h? : G(Sx) → N by h?(γy) = γψ−1h(φy), all y ∈ Sx and
γ ∈ G (we leave it to the reader to check that h? is a well-defined G-equivariant

map and that f̃ ? = f |G(Sx)).

Set πf̃ = F . Thus F : A ⊂ V → C ⊂ W2 is a smooth Gx-equivariant map
and F (0) = 0. Observe that if y ∈ Sx then f(y) ∈ P if and only if

F (φ(y)) = 0.

In particular, every solution z of F = 0 determines a unique G-orbit G(φ−1(z)) ⊂
G(Sz) ⊂ M mapped by f to P . Conversely every G-orbit α ⊂ G(Sx) which is
mapped to P by f determines a unique solution of F = 0. We refer the reader
to figure 2.

Sx

G(x)

M

f(x)

f(Sx)

P

N

f
x

G(f(x))

F
φ ψ

0
0

A

C

Figure 2. Reduction of transversality to an equation

The preceding discussion shows that the general problem of defining the G-
transversality of a map to a G-invariant submanifold can be reduced to a ‘local’
problem about solving equivariant equations defined on a representation. In gen-
eral, the group changes from G to an isotropy group for the action of G. This mo-
tivates our strategy for defining G-transversality. We study smooth G-equivariant
maps f : V → W where V,W are G-representations and find conditions for the
solution set f−1(0) to be “generic”. We also verify basic properties such as in-
variance under coordinate changes and the openness of G-transversality. Using
the local theory, we may then define what it means for a G-equivariant map
f : M → N to be G-transverse to a G-invariant submanifold of N . Here it is
important to check that our definitions are independent of all choices (for ex-
ample, of slice or local coordinates). Genericity, openness, stability and isotopy
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theorems follow relatively straightforwardly from the corresponding local results
for maps transverse to stratified sets.

The theory we present in the following sections is very much a C∞-theory.
This is on account of our use of smooth invariant theory. We discuss this is-
sue further at appropriate places in the text. Our approach is a mix of those
originally used in Bierstone [14] and Field [50] (see also the notes at the end
of the chapter). As a simplification we assume as far as possible that functions
are defined on representations (linear G-spaces) rather than on G-invariant open
neighbourhoods of the origin of a representation (as in [14]) – this is a harmless
restriction, we indicate why in various exercises. Almost all of the time we as-
sume that polynomial generators are homogeneous. In fact, the only place where
we have to allow for inhomogeneous generators is when we prove the openness
of G-transversality. Following [50], we frame our definition of G-transversality
in terms of a natural stratification of a parameter space rather than in terms of
transversality to an algebraic variety (which depends on choices). This approach
works well for bifurcation theory (see [70, 57, 60]). It also gives a simple proof
of the density theorem.

6.6. Invariants and equivariants

Let V , W be finite dimensional real representations of the compact Lie group
G. The vector space PG(V,W ) has the structure of a P (V )G-module. Using Haar
measure (averaging polynomials over G) together with the Hilbert basis theorem,
it may be shown that P (V )G is a finitely generated R-algebra (in particular, a
Noetherian ring) and that PG(V,W ) is a finitely generated P (V )G-module (see
Poenaru [143] for details).

6.6.1. Smooth equivariants. As usual we let C∞(V )G denote theR-algebra
of smooth G-invariant real valued functions on V and C∞G (V,W ) denote the
C∞(V )G-module of smooth G-equivariant maps from V to W . Clearly, P (V )G ⊂
C∞(V )G and PG(V,W ) ⊂ C∞G (V,W ).

Lemma 6.6.1. If F = {F1, . . . , Fk} is a set of generators for the P (V )G-
module PG(V,W ), then F generates the C∞(V )G-module C∞G (V,W ).
More generally, if U is a G-invariant open subset of V , then F generates the
C∞(U)G-module C∞G (U,W ).

Proof. Method I. The equivariant Stone-Weierstrass approximation theo-
rem, theorem 2.10.8, implies that PG(V,W ) is a dense subset of C∞G (V,W ). It
suffices to show that the C∞(V )G-submodule of C∞G (V,W ) generated by F is
closed. This follows from the Malgrange Division theorem which implies that if
U is a non-empty subset of V , then every finite subset of P (V,W ) generates a
closed C∞(U)-submodule of C∞(U,W ) (see [171, Chapter VI, Corollary 1.5]).
In particular, taking U = V , F generates a closed submodule of C∞(V,W ). The
result follows by averaging over G. This argument works for G-invariant open
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subsets U of V since PG(V,W ) is a dense subset of C∞G (U,W ) in the C∞-topology
for all non-empty open subsets U of V (chapter 3 exercise 2.10.9).
Method II. Using an approach due to Malgrange, the result may also be deduced
from Schwarz’ theorem on smooth invariants [154]. We sketch the proof at the
end of the section (see also Poenaru [143] or Golubitsky et al. [84, chapter XII,
§§5,6] and remark 6.6.14). �

Remarks 6.6.2. (1) If U is a G-invariant open subset of V and F is a set of
polynomial generators for the C∞(U)G-module C∞G (U,W ), it does not follow
that F generates the P (V )G-module PG(V,W ) unless the elements of F are
homogeneous.
(2) Lemma 6.6.1 fails for Cr equivariants, r < ∞. In fact it is possible – with
some difficulty – to show that if r is sufficiently large then a Cr-equivariant
f : V → W may be written as

∑

fjFj. However, the invariants fj will typically
only be Cs, where s ∼ [ r

d
], where d > 1 (see [147, 153]). In spite of this, it

is typically the case in bifurcation problems that it is possible to prove strong
determinacy results that imply higher order terms do not matter (even if they
are not equivariant, see [60, 62] and chapter 10). Examples of this phenomenon
are given by the theory we presented for (Rk, Hk) where for the codimension 1
theory, it is enough to assume vector fields are C3 and we do not need to be
concerned with equivariants of degree greater than 3.

Exercise 6.6.3. Let U be a non-empty G-invariant open subset of V . Show
that if K is a compact G-invariant subset of U , there exists a continuous (C∞-
or Whitney C∞-topology) linear map eK : C∞G (U,W )→ C∞G (V,W ) such that for
all f ∈ C∞G (U,W ), eK(f)|K = f .

6.6.2. Generators for equivariants. For the remainder of the chapter,
F = {F1, . . . , Fk} will always denote a minimal set of homogenous generators for
the P (V )G-module PG(V,W ). By minimal, we mean that no proper subset of
F generates PG(V,W ). We set degree(Fj) = dj and label the generators so that
0 ≤ d1 ≤ d2 ≤ . . . ≤ dk.

Lemma 6.6.4. (Notation as above.) If p1, . . . , pk ∈ P (V )G and

k
∑

j=1

pjFj = 0,

then pj(0) = 0, 1 ≤ j ≤ k. The same result holds if we allow pj ∈ C∞(V )G.

Proof. If p ∈ P (V )G, let p` denote the homogeneous part of p of degree `.
For 1 ≤ i ≤ k we have

−piFi =
∑

j 6=i

pjFj.
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Taking the homogeneous parts of degree di we see that

−pi(0)Fi =
∑

j 6=i

p
di−dj
j Fj.

Hence pi(0) = 0 by the minimality of F . If we allow the coefficients pi to be

smooth invariants, the result follows by taking the dk-jet of
∑k

j=1 pjFj at the
origin and applying the result for polynomials. �

Let M = {p ∈ P (V )G | p(0) = 0} and M∞ = {f ∈ C∞(V )G | f(0) = 0}.

Lemma 6.6.5. (1) C∞G (V,W )/M∞C
∞
G (V,W ) ≈ PG(V,W )/MPG(V,W )

(as vector spaces).
(2) Any minimal set of homogeneous generators for PG(V,W ) maps to a

vector space basis of PG(V,W )/MPG(V,W ).

Proof. (1) follows from lemma 6.6.1; (2) from lemma 6.6.4. �Set
U = PG(V,W )/MPG(V,W ) and let Π : C∞G (V,W ) → U be the projection given
by lemma 6.6.5.

Remarks 6.6.6. (1) Lemma 6.6.5 implies that the number of polynomials
in a minimal set of homogeneous generators for PG(V,W ) depends only on the
isomorphism classes of the representations V and W . We let k = k(V,W ) denote
the cardinality of a minimal homogeneous generating set.
(2) If F is a minimal set of homogeneous generators for PG(V,W ), then the set of
degrees (counting multiplicities) {d1, . . . , dk} depends only on isomorphism class
of the representations V and W .
(3) If the generators are not all homogeneous, the second part of lemma 6.6.5 may
fail. As a simple example, {x2 +x4, x4} generate R[x2] but neither x4 nor x2 +x4

generate R[x2]. Note that x2 + x4 (but not x4) defines a basis of R[x2]/MR[x2].

Although most of the time we work exclusively with homogeneous gener-
ators, we need to consider sets of inhomogeneous generators when we come
to prove openness of G-transversality. The next result provides a version of
lemma 6.6.5 that applies to sets of polynomials that define a spanning set of
PG(V,W )/MPG(V,W ).

Lemma 6.6.7. Let G = {G1, . . . , Gr} be a finite subset of PG(V,W ) and sup-
pose that Π(G) = {Π(G1), . . . ,Π(Gr)} spans U. If the subset G ′ of G defines a
basis of U, then there are exactly k = k(V,W ) elements in G ′. If we label G so
that G ′ = {G1, . . . , Gk}, then we may write

Gi(x) =
k
∑

j=1

αij(x)Gj(x), i > k,

Fi(x) =
k
∑

j=1

βij(x)Gj(x),
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where the coefficients αij, βij are rational functions which are real analytic on
some open G-invariant neighbourhood U of 0 ∈ V .

Proof. Since F generates PG(V,W ), there exist γij ∈ P (V )G such that

Gi(x) =
k
∑

j=1

γij(x)Fj(x), 1 ≤ i ≤ r.

Since Π(G ′) = {Π(G1), . . . ,Π(Gk)} is a basis of U, the k × k-matrix [γij(0)] is
non-singular. Hence, by Cramer’s rule,

Fi(x) =
k
∑

j=1

βij(x)Gj(x), 1 ≤ i ≤ k,

where the βij are rational functions which are real analytic on some open G-

invariant neighbourhood U of 0 ∈ V . If j > k, we have Gj =
∑k

j=1 γijFj, and

so, on substituting for Fj, we have Gi =
∑k

j=1 αijGj, i > k, where the αij are
rational functions which are real analytic on U . �

Corollary 6.6.8. Let G ⊂ PG(V,W ). If there exists a G-invariant open
neighbourhood U of 0 ∈ V such that G generates the C∞(U)G-module C∞G (U, V ),
then Π(G) spans U. Conversely, if Π(G) spans U and we choose a subset G ′ ⊂ G
such that Π(G ′) is a basis for U, then there exists a base U of G-invariant open
neighbourhoods of 0 ∈ V such that for all U ∈ U , G ′ generates the C∞(U)G-
module C∞G (U,W ).

Proof. Use lemma 6.6.7. �
It follows from lemma 6.6.5 that a choice of minimal homogeneous generating

set F determines a vector space isomorphism IF : U → Rk. Let γF = IFΠ :
C∞G (V,W )→ Rk be the projection map given by lemma 6.6.5. Providing the set
F is clear from the context, we often drop the subscript from γF and just write
γ. If F ′ is another minimal set of homogeneous generators for PG(V,W ), then a
change from F to F ′ induces a linear isomorphism AF ,F ′ : Rk → Rk such that

γF(f) = AF ,F ′(γ
F ′(f)), (f ∈ C∞G (V,W )).

Let d = dk be the maximal degree of the polynomials in a minimal set of homo-
geneous of generators. Given f ∈ C∞G (V,W ), let Jd(f) denote the d-jet (Taylor
polynomial degree d) of f at the origin. If Jd(f) = 0 then γ(f) = 0. Hence γ
factorizes as

C∞G (V,W )
Jd→ P

(d)
G (V,W )

γ̄→ Rk,

where γ̄ = γ|P (d)
G (V,W ). Clearly γ is continuous if we give C∞G (V,W ) the Cr-

topology, ∞ ≥ r ≥ d (Whitney or uniform convergence on compact sets).
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Lemma 6.6.9. Suppose V,W1,W2 are G-representations and that F1, F2 are
minimal sets of homogeneous generators for PG(V,W1) and PG(V,W2) respec-
tively. Then F = F1 ∪ F2 is a minimal set of homogeneous generators for
PG(V,W1 ⊕W2). (Here F 1 ∈ F1 is identified with (F 1, 0) ∈ F , and F 2 ∈ F2

with (0, F 2) ∈ F .)

Proof. The result follows easily using lemma 6.6.4. �

Lemma 6.6.10. Suppose that V,W are G-representations and that Rs is a
trivial G-representation. Every minimal set of homogeneous generators F for
PG(V,W ) defines a minimal set of homogeneous generators for PG(V × Rs,W ).
(Each F ∈ F determines a map F : V × Rs → W by F (x, t) = F (x).)

Proof. We leave this as an easy exercise for the reader. �
Suppose that V,W are G-representations, Rs is a trivial G-representation

and F is a minimal set of homogeneous generators for PG(V,W ). It follows from
lemmas 6.6.5, 6.6.10 that we have a linear map Πs : C∞G (V ×Rs,W )→ C∞(Rs,U)
defined by Πs(f)(t) = Π(ft) = I−1

F γF(ft), for all t ∈ Rs. In terms of F , suppose
f ∈ C∞G (V × Rs,W ). We may write

f(x, t) =
k
∑

j=1

fj(x, t)Fj(x),

where fj ∈ C∞(V × Rs)G, 1 ≤ j ≤ k. Define γF = IFΠs : C∞G (V × Rs,W ) →
C∞(Rs,Rk) by

γF(f)(t) = (f1(0, t), . . . , fk(0, t)), (t ∈ Rs, f ∈ C∞G (V × Rs,W )).

Lemma 6.6.11. The map γF : C∞G (V × Rs,W ) → C∞(Rs,Rk) is continuous
with respect to the C∞-topologies on C∞(Rs,Rk) and C∞G (V × Rs,W ).

Proof. ([14]) Let α : (C∞(V ×Rs)G)k → C∞G (V ×Rs,W ) and β : (C∞(V ×
Rs)G)k → C∞(Rs,Rk) be defined by

α(f1, . . . , fk) =
k
∑

j=1

fjFj, and β(f1, . . . , fk)(t) = (f1(0, t), . . . , fk(0, t)), t ∈ Rs.

Both α and β are continuous (with respect to the C∞-topologies on function
spaces). Since α is a continuous linear surjective map between Fréchet spaces, it
follows by the Open Mapping Theorem that α is an open map. Since γFα = β
it follows that for all open subsets V in C∞(Rs,Rk), α(β−1(V )) = (γF)−1(V ) is
open and so γF is continuous. �

Exercise 6.6.12. Using the continuity with respect to the C∞-topology show
that γF : C∞G (V × Rs,W ) → C∞(Rs,Rk) is continuous with respect to the
Whitney C∞-topology.
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6.6.3. Smooth invariant theory. Let p1, . . . , p` be a minimal set of homo-
geneous generators for the R-algebra P (V )G. We recall Schwarz’s theorem on
smooth invariants.

Theorem 6.6.13 ([154]). (Notation as above.) Let f ∈ C∞(V )G. Then there
exists a smooth function F : R` → R such that

f(x) = F (p1(x), . . . , p`(x)), (x ∈ V ).

The same result holds if we replace V by a G-invariant open subset of V .

Remark 6.6.14. Let P = (p1, . . . , p`) : V → R`. Since we can always
take p1 = ‖ ‖2, P is a proper mapping (inverse images of compact sets are
compact). The map P defines the pullback map P ? : C∞(R`) → C∞(V )G

by P ?(F )(x) = F (p1(x), . . . , p`(x)). Working with the C∞-topology, it is easy
to show that P ?(C∞(R`)) is dense in C∞(V )G (because P ?(P (R`)) = P (V )G).
The difficulty is in showing that P ?(C∞(R`)) is a closed subspace of C∞(V )G.
Schwarz’s proof of theorem 6.6.13 used the fact that p1, . . . , p` was a set of gen-
erators for the invariants. Subsequently, far more general results have become
available (see for example [17, 16, 170]). In particular, if Q : Rp → Rq is any
proper polynomial map then (a) Q?(C∞(Rq)) is a closed subspace of C∞(Rp),
and (b) the sequence C∞(Rq) Q?→ Q?(C∞(Rq)) → 0 splits. That is, there exists
a continuous linear section σ : Q?(C∞(Rq)) → C∞(Rq) of the map Q?. The
special case of the splitting result for smooth invariants was first obtained by
Mather [120]. Subsequent work of Vogt and Wagner (see [175]) leads to simple
proofs of the splitting theorem based on general results from functional analysis.
We may also use methods based on the splitting theorem to show that there
exists a continuous linear section ρ : C∞G (V,W ) → (C∞(V )G)k (see [14]). How-
ever, we will not need these splitting results in our development of equivariant
transversality. Note, however, that they can be used to give a simple alternative
proof of lemma 6.6.11.

Proof of Lemma 6.6.1 using smooth invariant theory Let V,W be
G-representations. We show how to prove lemma 6.6.1 using Schwarz’s theo-
rem 6.6.13 on smooth invariants. The method we describe is based on using a
specific set of generators for PG(V,W ) constructed by Malgrange.

Let V,W be G-representations. The action of G on W induces an action
on the dual space W ? defined by (gφ)(v) = φ(g−1v), g ∈ G, v ∈ V , φ ∈ W ?.
Let p1, . . . , pk be a set of generators for the R-algebra P (V × W ?)G. Each pj
determines a polynomial Pj ∈ PG(V,W ) by 〈Pj(v), φ〉 = pj(v, φ), v ∈ V, φ ∈ W ?.
Conversely, if P ∈ PG(V,W ), we may define p ∈ P (V × W ?)G by p(v, φ) =
〈P (v), φ〉. Noting that P (V × W ?)G has the structure of a P (V )G-module, it
may be verified that this correspondence defines a PG(V )-module isomorphism
between PG(V,W ) and P (V ×W ?)G. Applying Schwarz’s theorem, we deduce
that {P1, . . . , Pk} is a set of generators for the C∞(V )G-module C∞G (V,W ). �
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6.6.4. Smooth invariants and the orbit space. Let {p1, . . . , p`} be a
minimal set of homogeneous generators for the R-algebra P (V )G. Let P =
(p1, . . . , p`) : V → R` and p : V → V/G denote the orbit map. Since P is a
proper map, P (R`) is a closed subset of R`. Since P separates G-orbits (exam-
ples 2.10.13(2)), it follows that there is a natural homeomorphism η : V/G →
P (V ) such that η◦p = P . We may define a smooth structure on V/G by requiring
f : V/G → R to be smooth if and only if f ◦ p : V → R is smooth (in the usual
sense). We refer to Bredon [26, chapter VI] for generalities on smooth structures
on orbit spaces. If we restrict to an orbit stratum Vτ , τ ∈ O(V,G), then Vτ/G is
a smooth manifold (proposition 3.7.2) and p : Vτ → Vτ/G will be a smooth (in
the usual sense). Every smooth function on V/G obviously restricts to a smooth
function on Vτ/G. A map g : P (V ) ⊂ R` → R is smooth if it is the restriction
of a smooth function defined on R` (it follows from Whitney’s extension theorem
that the smoothness of g is a property that can be defined intrinsically on P (V )).
Observe that if g : P (V )→ R is smooth, then g◦p : V → R is a smooth invariant
and so g induces (via η) a smooth function on V/G. Conversely, if f : V/G→ R
is smooth is follows from Schwarz’s theorem that f ◦η−1 : P (V )→ R is a smooth
function on P (V ). Consequently, the smoothness structures on V/G and P (V )
coincide. Hence we may and shall identify V/G with P (V ) ⊂ R`.

With this identification, each set P (Vτ ) ≈ Vτ/G is a smooth submanifold
of R`. Bierstone [13] proved that {P (Vτ ) | τ ∈ O(V,G)} is a Whitney regular
stratification of P (V ) (in fact the canonical or minimal stratification of P (V )).
Bierstone’s important result is the starting point for orbit space computations
in equivariant dynamics (for example, see [104]). We shall not use Bierstone’s
result in this work as we avoid orbit space computations and prefer to work at
the level of the G-space. We discuss these matters more in the next chapter.

6.7. The universal variety

We continue to assume that F is a minimal set of homogeneous generators for
the P (V )G-module PG(V,W ). Define the polynomial map ϑ ∈ PG(V × Rk,W )
by

ϑ(x, t) =
k
∑

j=1

tjFj(x), ((x, t) ∈ V × Rk).

Let ΣF = Σ = ϑ−1(0) ⊂ V × Rk. The set Σ is a G-invariant algebraic subset of
V ×Rk. We sometimes refer to Σ as the universal variety, and ϑ as the universal
polynomial (for the pair (V,W )). For s ≥ 1, we regard V and Rs as embedded
in V × Rs as V × {0} and {0} × Rs respectively. For future reference note that

Σ ⊃ V ⊂ V × Rk,(6.1)

Σ ⊃ Rk ⊂ V × Rk, if WG = {0}.(6.2)



6.7. THE UNIVERSAL VARIETY 187

Example 6.7.1. Let Z2 act on V = R2 as (x, y) 7→ (−x,−y) and on W = R2

as (x, y) 7→ (−x, y). As minimal set of homogeneous generators we may take

F1(x, y) = (x, 0); F2(x, y) = (y, 0); F3(x, y) = (0, 1).

We have ϑ(x, y; t1, t2, t3) = (t1x + t2y, t3). In order to describe ϑ−1(0), observe
that since ϑ(x, y; t1, t2, t3) = 0 only if t3 = 0, it suffices to describe the zero set
Σ of the map ϑ̄ : R4 → R defined by ϑ̄(x, y; t1, t2) = t1x + t2y. Let π : R4 → R2

denote the projection π(x, y; t1, t2) = (t1, t2). For all t = (t1, t2) 6= (0, 0), π−1(t) is
a line Lt ⊂ R4 through t. It is straightforward to show that Σ \π−1(0) is a ruled
three-manifold. On the other hand π−1(0) is a singular fibre for π : Σ → R2.
Computing we find that (0, 0, 0, 0) is the unique singular point of Σ.

The importance of Σ and ϑ lies in the fact that every f ∈ C∞G (V,W ) fac-
torizes through ϑ. Specifically, if f ∈ C∞G (V,W ), then we may write f(x) =
∑k

j=1 fj(x)Fj(x), where fj ∈ C∞(V )G. Define ΓFf = Γf : V → V × Rk by

Γf (x) = (x, f1(x), . . . , fk(x)). Then

f = ϑ ◦ Γf ,

f−1(0) = Γ−1
f (Σ).

Subsequently, we will define f to be G-transverse to 0 ∈ W at 0 ∈ V , if ΓFf
is transverse to Σ at x = 0. However, since Σ will typically have singularities
(see example 6.7.1), we first need give Σ a Whitney stratification so that we can
apply the Thom-Mather theory of maps tranverse to stratified sets. We also need
to show that the proposed definition is independent of choices, in particular of F
and the coefficient functions fj(x).

Example 6.7.2. We continue with the notation and assumptions of exam-
ple 6.7.1. If f ∈ C∞Z2

(R2,R2), then f(x, y) = (f1(x, y)x+f2(x, y)y, f3(x, y)), where

f1, f2, f3 ∈ C∞(R2)Z2 . We can always require Γf (0, 0) /∈ Σ simply by requiring
f3(0, 0) 6= 0. It is also easy to perturb f so that Γf (x, y) 6= 0 = (0, 0, 0, 0, 0) for
all (x, y) ∈ R2. We may then further perturb f so that Γf (x, y) 6= 0 and Γf is
transverse to Σ \ {0}, all (x, y) ∈ R. The zeros of f will then be isolated. Note
that f−1

3 (0) will typically be a curve in R2. Now add parameters to the problem
and consider families f ∈ C∞Z2

(R2 × Rs,R2), s ≥ 1. If s ≤ 2, we can always
perturb f so that Γf t (Σ \ {0}) and Γf (x, y, t) 6= 0, all ((x, y), t) ∈ R2 × Rs.
The zero set of f will then typically be a curve (s = 1) or surface (s = 2) with-
out singularities. However, if s = 3, we can expect that there will be isolated
points (x, y, t) for which Γf (x, y, t) = 0. In this case, as long as we require that
Γf t 0 at (x, y, t), the local zero set of f near (x, y, t) will be diffeomorphic to a
neighbourhood of 0 in Σ. Indeed, the transversality of Γf to 0 at (x, y, t) implies
that Γf (x, y, t) is a diffeomorphism of an open neighbourhood A of (x, y, t) onto
an open neighbourhood U of 0 in R2×R3. Then f−1(0)∩A = (Γf |A)−1(Σ∩U).
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If F is a minimal set of homogeneous generators of PG(V,W ), then F is a min-
imal set of generators for the P (V ×Rs)G-module PG(V ×Rs,W ). Consequently,
(V ×Rs,W ) and (V,W ) have the same universal varieties. If f ∈ C∞G (V ×Rs,W ),

we may write f(x, t) =
∑k

j=1 fj(x, t)Fj(x), fj ∈ C∞(V × Rk)G, and define

Γf : V × Rs → V × Rk by

Γf (x, t) = (x, f1(x, t), . . . , fk(x, t)).

We have f = F ◦ Γf and f−1(0) = Γ−1
f (Σ).

It follows from this discussion that it is no loss of generality to assume that
V contains no trivial subrepresentations (equivalently, V G = {0}). With this
assumption,

Σ(G) = ΣG ⊂ Rk ⊂ V × Rk.
(If V and W contain no trivial subrepresentations then Σ(G) = Rk ⊂ V × Rk.)

Remark 6.7.3. Of course, the universal variety Σ depends on the choice of
generating set F . We address this issue shortly. Roughly speaking the germ of
Σ along {0} × Rk is independent of choice of generating set. More precisely, we
shall show that there is a natural stratification A of the space U (independent
of choice of generating set) that allows us to express the G-transversality of
f ∈ C∞G (V ×Rs,W ) to 0 ∈W along a subset K of Rs in terms of the transversality
of the map Πs(f) : Rs → U to A along K. This formulation of equivariant
transversality turns out to be very useful in applications to equivariant bifurcation
theory; it is also independent of all choices.

6.7.1. Changing generators. We start by looking at the easiest case when
both generator sets are minimal and homogeneous.

Lemma 6.7.4. Suppose that F = {F1, . . . , Fk}, G = {G1, . . . , Gk} are minimal
sets of homogeneous generators for PG(V,W ) (we allow F = G). We may find
homogeneous pij ∈ P (V )G such that

Fi(x) =
k
∑

i=1

pij(x)Gj(x), i = 1, . . . , k,

and if we define P = PG,F : V × Rk → V × Rk by

PG,F(x, t) = (x, (
k
∑

i=1

tipi1(x), . . . ,
k
∑

i=1

tipik(x))).

then

(1) PG,F is a G-equivariant polynomial automorphism of V × Rk.
(2) PG,F(ΣF) = ΣG.

(3) If we write f ∈ C∞G (V,W ) as f(x) =
∑k

i=1 fi(x)Fi(x), then f(x) =
∑k

j=1(
∑k

i=1 fi(x)pij(x))Gj(x) and ΓGf = PG,FΓFf .
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Proof. Since deg(Fi) = deg(Gi), 1 ≤ i ≤ k, we may choose pij ∈ P di−dj(V )G

so that Fi =
∑k

i=1 pijGj. If dj > di, pij = 0, and if dj = di, pij is constant. We
may write the matrix P(x) = [pij(x)] in block lower-triangular form and the diag-
onal blocks will be constant non-singular matrices. Hence P(x) will is invertible
for all x ∈ V and P(x)−1 has polynomial entries. Let P(x)t denote the transpose
of P(x). We define PG,F(x, t) = (x,P(x)t(t)), (x, t) ∈ V × Rk. Since P(x) is in-
vertible (in the class of polynomial matrices), PG,F is a polynomial automorphism
of V × Rk, proving (1). Statements (2) and (3) are trivial computations. �

When we come to verify openness of G-transversality we need to allow for
sets of generators which are neither minimal nor homogeneous.

Lemma 6.7.5. Suppose that F be a minimal set of homogeneous generators
for PG(V,W ). Let G = {G1, . . . , Gr} ⊂ PG(V,W ) and {Π(G1), . . .Π(Gk)} be a
basis for U. There exists an open G-invariant neighbourhood U1 = U × Rk of
{0} × Rk ⊂ V × Rk and an analytic G-equivariant diffeomorphism R = RG,F of
U1 × Rr−k onto an open neighbourhood U2 of Rr in V × Rr such that

(1) RG,F(U1 ∩ΣF) = U2 ∩ΣG (we regard ΣF as embedded in V ×Rk ×Rr−k
as ΣF × Rr−k).

(2) Given a representation of f ∈ C∞G (V,W ) as f =
∑k

i=1 fiFi, we may
choose a representation f =

∑r
i=1 giGi on U so that ΓGf = RG,FΓFf ,

where ΓFf (x) = (x, (f1(x), . . . , fk(x)), 0, . . . , 0). Conversely, if we are
given a representation f =

∑r
i=1 giGi, we can choose a representation

f =
∑k

i=1 fiFi so that ΓFf = RF ,GΓ
G
f .

Proof. There exist qij ∈ P (V )G such that Gi =
∑k

j=1 qijFj, i = 1, . . . , r. By
lemma 6.6.7 there is an open G-invariant neighbourhood U of 0 ∈ V such that the
k × k matrix [qij]1≤i,j≤k is invertible on U . Denote the inverse matrix of [qij(x)]
by [pij(x)] where the components pij will be real analytic rational functions on
U . We have

Fi =
k
∑

j=1

pijGj, 1 ≤ i ≤ k,

Gi =
k
∑

j=1

αijGj, k + 1 ≤ i ≤ r,

where αij =
∑k

`=1 qi`p`j, k + 1 ≤ i ≤ r, 1 ≤ j ≤ k.
Take coordinates t = (t1, . . . , tk, tk+1, . . . tr) on Rk × Rr−k. Set U1 = U × Rr

and define the G-equivariant map RG,F : U1 → V × Rr by

RG,F(x, t) = (x, (
k
∑

i=1

tipij(x)−
r
∑

i=k+1

tiαij(x)), tk+1, . . . , tr).
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Since [pij(x)] is invertible on U , it follows that RG,F is 1:1 and DRG,F(x, t) is
non-singular for all (x, t) ∈ U1. Hence RG,F is an equivariant diffeomorphism
onto a G-invariant open neighbourhood U2 of Rr in V × Rr. It follows from the
construction that RG,F(U1 ∩ ΣF) = U2 ∩ ΣG.

If f =
∑

j fjFj, define gj =
∑k

i=1 fipij, if 1 ≤ j ≤ k, and set gj = 0, if

j > k. We have
∑

j gjGj = f and so ΓGf = RG,FΓFf . The proof of the converse is
similar. �

Remark 6.7.6. In the case where both sets of generators are minimal and
homogeneous, lemma 6.7.5 provides a version of lemma 6.7.4 that applies when
we do not ‘optimize’ the choice of the coefficients pij.

6.8. Stratifications and semialgebraic sets

In chapter 3, section 3.9, we introduced some of the basic definitions on strat-
ified sets and, in particular, the Whitney regularity conditions and the Thom-
Mather transversality theorem. In this section we develop these ideas with par-
ticular reference to the class of semialgebraic sets.

6.8.1. Semialgebraic sets. We start by recalling the definition and some
of the basic properties of semialgebraic sets. We refer the reader to Costi [36],
Gibson et al. [77], and Risler [12] for proofs and the general theory of semialge-
braic sets and to Mather [119] for the relevant stratification theory. We remark
that there is a corresponding theory for analytic and sub-analytic sets.

Definition 6.8.1. A semialgebraic subset X of Rn is a finite union of sets of
the form

{x ∈ Rn | pi(x) = 0, qj(x) > 0},
where pi, qj : Rn → R are a finite set of polynomials.

Exercise 6.8.2. Show that the collection of semialgebraic subsets of Rn is
closed under finite union, intersection and complementation.

(P1) The closure, interior and frontier of a semialgebraic set X ⊂ Rn are semi-
algebraic. The frontier ∂X of X is of dimension strictly less than that of X.
(P2) A semialgebraic subset has finitely many connected components.
(P3) (Tarski-Seidenberg theorem) If p : Rm → Rn is a polynomial map and
X ⊂ Rm is semialgebraic, then p(X) is a semialgebraic subset of Rn.

Lemma 6.8.3. Let (V,G) be a G-representation. Each orbit stratum Vτ , τ ∈
O(V,G), is a semialgebraic subset of V .

Proof. Let p1, . . . , p` be a minimal set of homogeneous generators for P (V )G

and P : V → R` denote the associated orbit map. Let H ∈ τ ∈ O(V,G) and
{ν1, . . . , νp} ⊂ O be the set of all isotropy types ν such that ν > τ . For each νj,
choose Kj ∈ νj. We have

Vτ = G(V H
τ ) = G

(

V H \ ∪pj=1G(V Kj)
)

.
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Since G(V Kj) = P−1(P (V Kj)), it follows from (P3) that G(V Kj) is a semialge-
braic subset of V . Hence V H

τ = V H \ ∪pj=1G(V Kj) is a semialgebraic subset of V

and so Vτ = P−1(P (V H
τ )) is semialgebraic. �

Remark 6.8.4. For all τ ∈ O(V,G), V τ is a real algebraic subset of V . We
refer to [60, Lemma 9.6.1] for a proof and additional properties of orbit strata.

Example 6.8.5. Let p1, . . . , p` be a minimal set of homogeneous generators for
P (V )G and set P = (p1, . . . , p`) : V → R`. Since P is proper, it follows from (P3)
that P (V ) is a closed semialgebraic subset of R`. The set {P (Vτ ) | τ ∈ OV,G)}
is a stratification of P (V ) ≈ V/G by semialgebraic submanifolds. By Bierstone’s
theorem [13], this stratification is Whitney regular (see section 6.6.4). We refer
the reader to Procesi & Schwarz [145] for explicit results on inequalities defining
the orbit space P (V ).

6.8.2. Semialgebraic stratifications. Let X ⊂ Rn be a semialgebraic set.
A stratification S of X is a semialgebraic stratification if each stratum is semial-
gebraic.

Remark 6.8.6. If S is a semialgebraic stratification of X, then each stratum
of S has the structure of a real-analytic manifold.

Example 6.8.7. If (V,G) is a G-representation then the stratification of V
by (normal) isotropy type is a Whitney semialgebraic stratification into smooth
G-invariant submanifolds (for Whitney regularity see proposition 3.9.13)

Example 6.8.8. The Whitney regular stratification of the universal variety
described in example 6.7.1 is given by {Σ \ {0}, {0}}.

6.8.3. The canonical stratification. Let S be a stratification of X ⊂ Rn.
We define the associated filtration of X by dimension to be the filtration (X i)
of X obtained by taking X i to be the union of all strata of dimension ≤ i. If
S is a Whitney stratification, we say that S is canonical if, for each i, Si is
the largest smooth submanifold of X i for which Whitney regularity holds at all
points of Sj for the pair (Sj,Si), j < i. If X has a canonical stratification, it
is unique and minimal relative to the order on stratifications defined via filtration.

(P4) [119] Every semialgebraic subset X of Rn has a canonical stratification and
the corresponding strata are semialgebraic.

Example 6.8.9. Let {Vτ | τ ∈ O(V,G)} denote the Whitney regular strati-
fication of V by isotropy type. Let P : V → R` be the polynomial map defined
by a minimal set of homogeneous generators for P (V )G (see example 6.8.5). The
semialgebraic stratification {P (Vτ ) | τ ∈ O(V,G)} of P (V ) coincides with the
canonical semialgebraic stratification of P (V ) [13].
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6.9. Canonical stratification of the universal variety Σ

We continue to assume V,W are real G-representations and F is a minimal
set of homogeneous generators for PG(V,W ).

6.9.1. Partition of Σ by isotropy type. Since G acts trivially on Rk,
O(V × Rk, G) = O(V,G). Let {Στ | τ ∈ O(V,G)} be the partition of Σ into
points of the same isotropy type.

Lemma 6.9.1. If τ, µ ∈ O(V,G) then Στ ∩ Σµ 6= ∅ if and only if τ ≤ µ.

Proof. Since Σ ⊃ V × {0} (6.1), τ ≤ µ implies Στ ∩ Σµ 6= ∅ by the result
for representations. Lemma 3.7.5 gives the converse. �

Remark 6.9.2. In general it is not true that if Στ ∩Σµ 6= ∅, then ∂Στ ⊃ Σµ.

Let H ∈ τ ∈ O(V,G). We define

(a) gτ = gτ (G) = dim(G/H).
(b) nτ = nτ (G) = dim(N(H)/H).
(c) dτ = dτ (V ) = dim(V H

τ ) = dim(V H).
(d) eτ = eτ (W ) = dim(WH).
(e) iτ = iτ (V,W ) = dτ − eτ .

Remark 6.9.3. If V = W , then dτ = eτ . Depending on the representations
V,W , eτ may be less than dτ , in particular zero, or greater than dτ .

Lemma 6.9.4 (cf [70, Proposition 3.6],[31]). Let τ ∈ O(V,G). Then Στ is a
G-invariant submanifold of V × Rk and

dim(Στ ) = k + gτ − nτ + iτ .

Proof. The proof follows that given in [70] in case V = W . Let H ∈ τ and
choose x ∈ V H

τ , X ∈WH . By theorem 3.5.2(5), there exists f ∈ C∞G (V,W ) such
that f(x) = X. Since F generates G∞(V,W ) over C∞(V )G, {F1(x), . . . , Fk(x)}
span WH . Hence the rank of the linear map [F1(x), . . . , Fk(x)] : Rk → WH on
V H
τ is constant equal to eτ . Consequently, for fixed x ∈ V H

τ , the kernel of ϑ
has dimension k − eτ . Varying x over V H

τ , we see that Στ ∩ (V H
τ × Rk) is a

submanifold of dimension k + iτ . Hence dim(Στ ) = dim(G(Στ ∩ (V H
τ × Rk))) =

k + gτ − nτ + iτ . �

Remarks 6.9.5. (1) The manifold Στ may be represented as an algebraic
subset of (V × R)× Rk, see [60, Lemma 10.6.1].
(2) If W = V , then dim(Στ ) = k + gτ − nτ . If G is finite or Abelian, then
all the submanifolds have the same dimension k. If G is not finite it is more
interesting to look for relative equilibria – invariant G-orbits – and this what is
done in [57, 60]. We return to this question in chapter 10.

Lemma 6.9.6 (cf [60, Lemma 4.3.4]). Let µ > τ ∈ O(V,G). Then

dim(Σµ ∩ Στ ) < dim(Σµ), if iτ − nτ ≤ iµ − nµ.
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Proof. Let P = (p1, . . . , pm) : V × Rk → Rm where p1, . . . , pm is a min-
imal set of homogeneous generators for P (V × Rk)G. By example 6.8.9 and
lemma 6.9.4, P (Σγ) is a smooth k+ iγ-dimensional semialgebraic submanifold of

Rm. Since P is proper, P (Σγ) = P (Σγ). Hence, if if µ > τ ∈ O(V,G) we have

P (Σµ ∩ Στ ) = P (Σµ) ∩ P (Στ ),

= P (Σµ) ∩ ∂P (Στ ).

By (P1), dim(∂P (Στ )) < dim(P (Στ )) = k − nτ + iτ . Hence

dim(Σµ ∩ Στ ) = dim(P−1(P (Σµ) ∩ ∂P (Στ ))),

< k − nτ + iτ + gµ,

≤ dim(Σµ),

provided iτ − nτ ≤ iµ − nµ. �

Remark 6.9.7. If V = W , then we have dim(Σµ ∩ Στ ) < dim(Σµ) whenever
µ > τ . This will be the situation of greatest interest in our applications to
equivariant vector fields. However, if we impose additional structure, such as
reversibility, then the indices iτ may be non-zero. We refer the reader to the
survey by Lamb and Roberts [114] for background on reversible systems and
to [31] for an approach to the bifurcation theory of equivariant reversible systems
based on ideas from equivariant transversality. Later we include one or two
examples of reversible equivariant vector fields.

6.9.2. The definition of G-transversality. Let S denote the canonical
stratification of Σ. Each stratum of S is a semialgebraic subset of V × Rk.
Since the stratification is canonical and Σ is G-invariant, G permutes strata. In
particular, group orbits of connected strata are G-manifolds. Our convention will
be that if S ∈ S is a stratum then S is a G-manifold and S/G (rather than S) is
connected. We say a smooth map is transverse to Σ if the map is transverse to
each stratum of S (we might as well have said ‘f transverse to S’).

Definition 6.9.8. Let f ∈ C∞G (V,W ). The map f is G-transverse to 0 ∈W
at 0 ∈ V if Γf : V → V × Rk is transverse to Σ at 0 ∈ V . More generally, if
s ≥ 0 and K is a subset of Rs ⊂ V × Rs, then f is G-transverse to 0 ∈ W along
K if f is G-transverse to 0 ∈ W at (0, k), all k ∈ K. That is, f is G-transverse
to 0 ∈W along K if Γf : V × Rs → V × Rk is transverse to Σ on K.

Remarks 6.9.9. (1) Openness of transversality implies that if f isG-transverse
to 0 ∈ W at 0 ∈ V , then Γf t Σ on a G-invariant neighbourhood U of 0 ∈ V .
As we see later, if Γf t Σ on U then f will be G-transverse to 0 ∈ W on U –
openness of G-transversality.
(2) For the definition of G-transversality along K ⊂ Rs, we are thinking of
subsequent applications to families. In fact, since every G-representation V is
isomorphic to V̄ × Ru, where u = dim(V G) and V̄ G = {0}, we could have equiv-
alently given the definition of G-transversality to 0 ∈ W at 0 ∈ V under the
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assumption that V G = {0} (we can take the same generating sets for PG(V,W )
and PG(V̄ ,W ) by lemma 6.6.10).

Lemma 6.9.10. The definition of G-transversality is independent of choice of
minimal set of homogeneous generators for PG(V,W ).

Proof. Lemma 6.7.4 and the definition of the canonical stratification. �

Remarks 6.9.11. (1) Lemma 6.9.10 is to be understood in the sense that
if we have transversality of Γf to ΣF with respect to one choice of coefficient
functions fi, then we will have transversality of Γf to ΣG for at least one set of
coefficient functions gj. The relation between fi and gj is given by lemma 6.7.4.
(2) While we have framed the definition of G-transversality in terms of a minimal
set of homogeneous generators of PG(V,W ), it follows easily from lemma 6.7.5
that if U is a G-invariant open neighbourhood of 0 ∈ V , we can give a definition
G-transversality for maps in C∞G (U,W ) in terms of transversality to ΣF where F
is any set of polynomial generators for the C∞(U)G-module C∞G (U,W ).
(3) Although lemma 6.9.10 shows that the definition of G-transversality is in-
dependent of the choice of generators, we still need to show that the definition
is independent of choice of coefficient functions fj in our representation of f as
∑

j fjFj. While this can be done directly (see [14]), we proceed by proving that

transversality to Σ at 0 ∈ V is determined by the values of f1(0), . . . , fk(0). It
follows from lemmas 6.6.4 and 6.6.11 that these values are uniquely determined
by f , granted a choice of minimal set of homogeneous generators.

Examples 6.9.12. (1) Let Z2 act on V = R2 as multiplication by ±1.
As minimal set of homogeneous generators for PZ2(V, V ) we take F1(x, y) =
(x, 0), F2(x, y) = (y, 0), F3(x, y) = (0, x), F4(x, y) = (0, y). The universal
variety is the subset of V × R4 defined by t1x + t2y = s1x + s2y = 0. If we
define ∆3 = {(x, t, s) ∈ Σ | t1s2 = t2s1, x = y = 0} and ∆0 = {(0, . . . , 0)},
then {Σ \ ∆3,∆3 \ ∆0,∆0} is the canonical stratification of Σ. In particular
f ∈ C∞Z2

(V, V ) is Z2-transverse to 0 ∈ V at 0 ∈ V if and only if γ(f) /∈ ∆3. If
γ(f) /∈ ∆3 then Df(0) is non-singular and (x, y) = (0, 0) is an isolated zero of f .
(2) Same assumptions as for (1) but now consider f ∈ C∞Z2

(V × R, V ). Then f
is Z2-transverse to 0 ∈ V along R ⊂ V × R if γ(f) : R → R4 is transverse to
∆3 (that is to the Whitney stratification {∆3 \ ∆0,∆0} of ∆3). In this case, if
γ(f)(λ0) ∈ ∆3 then γ(f)(λ0) /∈ ∆0. The germ of f−1(0, 0) will be singular at
(0, λ0) and locally homeomorphic to

{(0, 0, λ0 + t) | t ∈ R} ∪ {(x, y, λ0) | ax+ by = 0},
where ax+ by = 0 is the kernel of the 2× 2-matrix defined by γ(f)(λ0).

6.10. Stratifying Στ and U

For the rest of the chapter we assume that V contains no proper trivial G-
representations and so V G = {0} (this is no loss of generality by remarks 6.9.9(2)).
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Let τ ∈ O(V,G) and S ∈ S. Then Sτ = Στ ∩ S is G-invariant semialgebraic
submanifold of V × Rk. Since Sτ is semialgebraic, it follows by property (P2)
that Sτ has finitely many connected components and so Sτ is a finite union of
G-invariant strata. Hence the intersection of S with Στ determines uniquely a
stratification Sτ of Στ into G-invariant strata.

Theorem 6.10.1 (cf [60, Theorem 4.3.7], [70, Theorem 5.10]). For all τ ∈
O(V,G), Sτ is a Whitney regular stratification of Στ .

(1) ∪τSτ is a Whitney stratification of Σ.
(2) If S ∈ Sτ , then ∂S is a union of strata from ∪µ≥τSµ.
(3) If iτ ≥ iµ for all τ > µ, then Sτ is a union of S strata.

Remarks 6.10.2. (1) Suppose V = W . Theorem 6.10.1 implies that each
stratification Sτ is a union of S-strata. In particular, S induces a Whitney
regular stratification of Σ(G) ⊂ Rk.
(2) If WG = {0}, then Σ(G) is a stratification of Rk. If not, we add the stratum
Rk \ Σ to Σ(G) and thereby obtain a Whitney regular stratification of Rk.
(3) The proof that we give for theorem 6.10.1 applies in case Σ is defined by any
finite set of generators, not necessarily minimal nor homogeneous.

Before we prove theorem 6.10.1, we need a preliminary result. Let πs : V ×
Rs → Rs denote the projection on Rs.

Lemma 6.10.3. Let E be a G-invariant linear subspace of V × Rs. Then

E = (V ∩ U)⊕ (Rs ∩ V ).

In particular, E ∩ Rs = πs(E).

Proof. The subrepresentation E of V ×Rs may be written uniquely as A⊕B
where A = B⊥ and B = EG is a trivial G-representation. Since V does not
contain any trivial factors, A ⊂ V and B ⊂ Rs. �

Proof of Theorem 6.10.1: We start by proving that S(G) is Whitney regular.
Suppose that S, T ∈ S(G) are such that ∂S∩T 6= ∅. It suffices to prove that (T, S)
satisfies Whitney (b)-regularity at points of ∂S ∩ T . Suppose x ∈ ∂S ∩ T and
(pn) ⊂ S, (qn) ⊂ T are sequences converging to x such that TpnS converges to
a dim(S)-linear subspace E and R(pn − qn) converges to the line `. We have to

prove E ⊃ `. Suppose that S is a connected component of Ŝ∩Rs, T is a connected
component of T̂ ∩Rs, Ŝ, T̂ ∈ S. By choosing subsequences we may suppose that
TpnŜ converges to a dim(Ŝ)-linear subspace Ê of V × Rk. Since (T̂ , Ŝ) satisfies

Whitney (b)-regularity, Ê ⊃ `. Applying lemma 6.10.3, E = Rs ∩ Ê. Hence,
since ` ⊂ Rs, E ⊃ `, proving (b)-regularity. The result for Sτ , τ 6= (G), follows
similarly using slices.

It is known (see [119, proposition 8.7]) that a Whitney stratification satisfies
the frontier condition and so (2) follows from (1). Suppose S, T ∈ ∪τSτ are such
that ∂S ∩ T 6= ∅. We verify Whitney regularity in the special case T ∈ S(G)
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and leave the general case to the reader. By the first part of the theorem, we
may assume S ∈ Sτ , τ 6= (G). (Note that we cannot have S ∈ S(G) and T ∈ Sτ
since Σ(G) is closed.) Let x ∈ ∂S ∩ T . Choose sequences (pn) ⊂ S, (qn) ⊂ T
converging to x such that TpnS converges to a dim(S)-linear subspace E and
R(pn − qn) converges to the line `. Using the compactness of G, we may choose
a subsequence (rn) of (gnpn), gn ∈ G, such that Grn is constant, equal to H ∈ τ ,
we have convergence of TrnS to a linear subspace E1 and R(rn − qn) convergent
to a line `1. We have E1, `1 ⊂ (V × Rk)H . As in the first part of the proof,

we may write S = Στ ∩ Ŝ, T = Rk ∩ T̂ , where (T̂ , Ŝ) satisfy (b)-regularity. By

choosing a subsequence, we may assume TrnŜ is convergent to a linear subspace

which contains `1 by (b)-regularity. But now TrnŜ ∩ (V × Rk)H = TtnS and so,
just as before, we must have E1 ⊃ `1.

The final statement of the theorem follows by noting that if iτ ≥ iµ for all
τ > µ, then Σµ∩Στ is a proper subset of Στ with no interior points (in Στ ). Hence,
by the definition of the canonical stratification, Στ \ ∪µΣµ must be contained in
a union of S-strata. But now the boundary of S-strata is a union of strata in S.
Hence Στ must be a union of S-strata. �

Example 6.10.4. We assume the hypotheses of example 6.7.1. We have k = 3
and S(Z2) = {R3 \ {(0, 0, 0)}, {(0, 0, 0)}}, S(e) = {(x, y, t, u, v) ∈ R2 × R3 | tx =
uy, v = 0, (x, y, u, v) 6= (0, 0, 0, 0)}.

Example 6.10.5. Consider the absolutely irreducible representation (Rk, Hk),
k ≥ 2. The stratification S(Hk) induced on Rk by the canonical stratification of
Σ ⊂ Rk×Rk has associated filtration defined by the flag Rk ⊃ Rk−1 ⊃ . . . ⊃ R ⊃
{0} where Rk−j = {(t1, . . . , tn) | t1 = . . . tj = 0}. We refer the reader to [70] for
the proof and results for most of the remaining finite reflection groups.

Theorem 6.10.6. Let F be a minimal set of homogeneous generators for
PG(V,W ) and let AF be the Whitney stratification of Rk ⊂ V × Rk given by
theorem 6.10.1. If we let A = I−1

F (AF) denote the Whitney stratification of U
induced from AF then

(1) A is independent of the choice of minimal set of generators F .
(2) If f ∈ C∞G (V × Rs,W ) and K ⊂ Rs, then f is G-transverse to 0 ∈ W

along K if and only if Πs(f) : Rs → U is transverse to A along K.

Proof. Suppose that G is a minimal set of homogeneous generators for
PG(V,W ). By lemma 6.7.4(2), the linear isomorphism AG,F : Rk → Rk is
the restriction of the polynomial automorphism PG,F of V × Rk to Rk. Since
PG,F(ΣF) = ΣG, PG,F maps the canonical stratification of ΣF to the canonical
stratification of ΣG. Hence AG,F(AF) = AG, proving (1). For (2) we use theo-
rem 6.10.1 and the observation that ΓFf is transverse to S ∈ S along K if and

only if γF(f) is transverse to SG along K. �
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Corollary 6.10.7. Let f ∈ C∞G (V × Rs,W ) and K be a subset of Rs. The
definition of the G-transversality of f to 0 ∈ W along K is well-defined, inde-
pendent of choice of minimal set of homogeneous generators for PG(V,W ) and
coefficient functions for f .

Proof. Theorem 6.10.6 and lemmas 6.9.10, 6.6.11. �

Example 6.10.8. Let (V,D3) denote the standard absolutely irreducible rep-
resentation of D3, where V = R2 ≈ C. Regarding D3 ⊂ O(2), we may write
D3 = 〈ρ, κ〉 where ρ(z) = e2πı/3z and κ(z) = z̄. Let (W,D3) denote the or-
thogonal representation of D3 on W = R2 ≈ C defined by ρ(z) = e2πı/3z and
κ(z) = −z̄. The representations (V,D3) and (W,D3) are isomorphic (multipli-
cation by ı defines an intertwining operator). A minimal set of homogeneous
generators for PD3(V,W ) is given by {ız, ız̄2}. The associated stratification of
U ∼= R2 is given by t1 = 0 and t1 = t2 = 0. If f ∈ C∞D3

(V × R,W ), then f is
D3-transverse to 0 ∈ W along K ⊂ R if and only if γ(f) : R→ R2 is transverse
to t1 = 0 along K. Points of intersection of γ(f) with t1 = 0 correspond to curves
of solutions of f = 0 along axes of symmetry for (V,D3). For this example,
f ∈ C∞D3

(V × R,W ) may be viewed as a family of time-reversible equivariant
vector fields on (V,D3). That is, f : V × R → V is Z3 ⊂ D3-equivariant and
if g ∈ D3 \ Z3, then f(gz, t) = −gf(z, t). It is a straightforward exercise to
check that the linearization of f at any zero on an axis of symmetry always has
eigenvalues on the imaginary axis.

Using lemma 6.7.5, rather than lemma 6.7.4, we may extend corollary 6.10.7
to allow for general sets of polynomial generators.

Proposition 6.10.9. Let f ∈ C∞G (V ×Rs,W ) and K be a subset of Rs. If we
choose a finite set G of polynomial generators for PG(V,W ) then ΓGf is transverse

to ΣG along K if and only if f is G-transverse to 0 ∈W along K.

We note the following special case of stratumwise transversality.

Lemma 6.10.10. Let f ∈ C∞G (V × Rs,W ). If f is G-transverse to 0 ∈ W
along K ⊂ Rs then f |(V × Rs)G is transverse to 0 ∈WG along K.

Proof. Let W = W1 ⊕ W2, where WG = W2. We may write f(x, s) =
∑k1

j=1 fjFj +
∑k2

`=1 c`e` where F1, . . . , Fk1 is a minimal set of homogeneous gen-

erators for PG(V,W1) and e1, . . . , ek2 is a basis for W2. If we let Σ1 ⊂ V × Rk1

be the zero set of
∑

tjFj, then the universal variety for maps from V to W is
Σ1 × {0} ⊂ (V × Rk1) × Rk2 . Since V G = {0}, we have (V × Rs)G = Rs. If we

set fG = f |Rs, then fG(s) =
∑k2

j=1 cj(s)ej. If f is G-transverse to 0 ∈ W along

K, then γ(f) : Rs → Rk1 ×Rk2 is transverse to A along K. Identifying Rk2 with
WG, we see that the composition of γ(f) with the projection onto Rk2 is equal
fG. Since the strata of A are all of the form S × {0} ⊂ Rk1 × Rk2 , if γ(f) is
transverse to A, then fG is transverse to 0 ∈W . �
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6.11. Equivariant coordinate changes on V × Rs and W

In this section we show that the definition of equivariant transversality is
invariant under equivariant coordinate changes on source and target.

If M is a G-manifold (in particular, a representation), let DiffG(M) denote
the group of smooth G-equivariant diffeomorphisms of M . Give DiffG(M) the
topology induced from C∞G (M,M).

Proposition 6.11.1. Let s ≥ 0, K be a subset of Rs and f ∈ C∞G (V ×Rs,W )
be G-transverse to 0 ∈W along K. If α ∈ DiffG(V ×Rs) then f◦α is G-transverse
to 0 ∈W along α−1(K).

Proof. Write α(x, s) = (δs(x), κs(x)), (x, s) ∈ V × Rs. Since Dδs(0) ∈
LG(V, V ) is non-singular along Rs, we may choose a G-invariant open neigh-
bourhoods A,B of Rs ⊂ V × Rs such that if we set As = (V × {s}) ∩ A, then
δs : As ⊂ V → V is a G-equivariant embedding onto the open neighbourhood
Bs = (V × {s}) ∩ B of 0 ∈ V , for all s ∈ Rs. Let {F1, . . . , Fk} be a minimal set
of homogeneous generators for PG(V,W ). Since Fi ◦ δ ∈ C∞G (V × Rs,W ), there
exist γij ∈ C∞(V × Rs)G such that

Fi(δs(x)) =
k
∑

j=1

γji(x, s)Fj(x), 1 ≤ i ≤ k.

For all s ∈ Rs, the matrix [γij(0, s)] is invertible. Since Fi(x) = Fi(δs(δ
−1
s (x))),

x ∈ Bs, we have

(6.3) Fi(x) =
k
∑

j=1

γji(δ
−1
s (x), s)Fj(δ

−1
s (x)), (s ∈ Rs, x ∈ Bs).

If f(x, s) =
∑k

i=1 fi(x, s)Fi(s), then for s ∈ Rs, x ∈ V we have

f ◦ α(x, s) =
k
∑

i=1

fi(δs(x), κs(x))Fi(δs(x)),

=
k
∑

i=1

fi(δs(x), κs(x))γji(x, s)Fj(x).

For s ∈ Rs, define the G-equivariant diffeomorphism Ts : Bs × Rk → V × Rk by

Ts(x, t) = (δ−1
s (x), (

k
∑

j=1

γij(δ
−1
s (x), s))tj)).

Computing we find, using (6.3), that ϑ(Ts(x, t)) =
∑k

j=1 tjFj(x), (x, s) ∈ B.
Hence for s ∈ Rs, Ts defines a diffeomorphism of an open neighbourhood U1

of Rk ⊂ V × Rk onto an open neighbourhood U2 of Rk ⊂ V × Rk such that
Ts(Σ ∩ U1) = Σ ∩ U2. In particular Ts maps strata of Σ ∩ U1 diffeomorphically
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onto strata of Σ∩U2 (this uses the fact that the stratification of Σ is canonical).
But now Γf◦α(x, s) = Ts(Γf ◦α(x, s)) and so Γf◦α is transverse to Σ along α−1(K)
if (and only if) Γf is transverse to Σ along K. �

Proposition 6.11.2. Let β ∈ DiffG(W ) satisfy β(0) = 0. If f ∈ C∞G (V ×
Rs,W ) is G-transverse to 0 ∈ W along K ⊂ Rs, then β ◦ f is G-transverse to
0 ∈W along K ⊂ Rs.

Proof. Write f(x, s) =
∑k

i=1 fj(x, s)Fj(x), where {F1, . . . , Fk} is a minimal
set of homogeneous generators for PG(V,W ). We may easily show that

β(
k
∑

i=1

tiFi(x)) =
k
∑

i=1

τi(x, t)Fi(x),

where J(x, t) = (x, (τi(x, t)) restricts to a G-equivariant diffeomorphism on an
open neighbourhood of Rk ⊂ V × Rk. Since β(0) = 0, J(Σ) ⊂ Σ, and so if
Γf t Σ along K then J ◦ Γf = Γβ◦f is transverse to Σ along K. Hence β ◦ f is
G-transverse to 0 ∈W along K. �

In order to verify that G-transversality is invariantly defined on manifolds we
need a slight strengthening of proposition 6.11.2.

Proposition 6.11.3. Suppose that W = W1⊕W2 (as G-representations) and
let π : W → W2 denote the projection map. Let β = (β1, β2) ∈ DiffG(W ) satisfy
β2(w1, 0) = 0, for all w1 ∈ W1 (that is, β(W1) ⊂ W1). Let f ∈ C∞G (V × Rs,W ).
If π ◦ f is G-transverse to 0 ∈W2 along K ⊂ Rs then π ◦ (β ◦ f) is G-transverse
to 0 ∈W2 along K ⊂ Rs.

Proof. Let G = {G1, . . . , Gk̄} and F = {F1, . . . , Fk} be minimal sets of
homogeneous generators for PG(V,W1) and PG(V,W2) respectively. Let Σ ⊂
V × Rk be the universal variety associated to F and define

Σ = {(x, t̄, t) ∈ V × Rk̄ × Rk | (x, t) ∈ Σ}.
Obviously Σ ≈ Σ×Rk̄. As in the proof of proposition 6.11.2, there exist smooth
G-invariant functions τ̄j, τi such that for all (x, t̄, t) ∈ V × Rk̄ × Rk we have

β(
k̄
∑

j=1

t̄jGj(x),
k
∑

i=1

t̄iFi(x)) = (
k̄
∑

j=1

τ̄j(x, t̄, t)Gj(x),
k
∑

i=1

τi(x, t̄, t)Fi(x)).

Define J : V × Rk̄ × Rk → V × Rk̄ × Rk by

J(x, t̄, t) = (x, τ̄(x, t̄, t), τ(x, t̄, t)).

Then J is a smooth G-equivariant map which restricts to a G-equivariant diffeo-
morphism on some open neighbourhood of {0}×Rk̄ ×Rk in V ×Rk̄ ×Rk. Since

β2(w1, 0) = 0, w1 ∈W1, J(Σ) ⊂ Σ. Let Γf : V ×Rs → V ×Rk̄×Rk be the graph
of the coefficient map for f determined by G, F , and Γπ◦f : V ×Rs → V ×Rk be
the corresponding map for π◦f . We have Γπ◦f = π̃◦Γf , where π̃ is the projection
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of V ×Rk̄ ×Rk on V ×Rk. Observe that Γπ◦f is transverse to Σ along K if and
only if Γf is transverse to Σ along K. Since J s a local isomorphism of Σ near
x = 0, Γf t Σ if and only if J ◦ Γf = Γβ◦f is transverse to Σ along K. In turn
this condition is equivalent to Γβ◦f t Σ along K. �

6.12. Symmetries of the stratification A

We start by remarking that since V G = {0}, we have h(0) = 0 for all h ∈
DiffG(V ).

Given t ∈ U, choose f ∈ C∞G (V,W ) such that Π(f) = t. If h ∈ DiffG(V ), then
fh ∈ C∞G (V,W ) and we may define ω(h)(t) = Π(fh) ∈ U.

Lemma 6.12.1. (1) For h ∈ DiffG(V ), t ∈ U, ω(h)(t) is well-defined,
independent of the choice of f such that Π(f) = t.

(2) ω defines a continuous map ω : DiffG(V )→ GL(U) ⊂ Diff(U).

Proof. Choose a minimal set F of homogeneous generators for PG(V,W ).

If t = Π(f), we may write f(x) =
∑k

j=1 fj(x)Fj(x), where fj(0) = tj, 1 ≤ j ≤ k.

If h ∈ DiffG(V ), we may write Fj ◦ h =
∑k

i=1 qjiFi, qji ∈ C∞(V )G. We have

f(h(x)) =
k
∑

j=1

tjFj(hx),

=
k
∑

j=1

tj

(

k
∑

i=1

qji(x)Fi(x)

)

,

=
k
∑

i=1

(

k
∑

j=1

tjqji(x)

)

Fi(x).

and so Π(fh) = Mt, where the components M = [mij] ∈ GL(k,Rk) are given by
mij = qji(0). This shows that ω(h)(t) is well-defined and that ω(h) ∈ GL(U).
Continuity of M follows from our explicit computation of ω. �

Remark 6.12.2. If (V,G) is absolutely irreducible, it is straightforward to
show that the group ω(DiffG(V )) consists of invertible lower triangular matrices.

Given t ∈ U, choose f ∈ C∞G (V,W ) such that Π(f) = t. If h ∈ DiffG(W ),
then hf ∈ C∞G (V,W ) and we may define σ(h)(t) = Π(hf) ∈ U.

Lemma 6.12.3. For h ∈ DiffG(W ), t ∈ U, σ(h)(t) is well-defined, independent
of the choice of f such that Π(f) = t.

(1) If WG = {0}, then σ defines a continuous map σ : DiffG(W )→ P(d)(U) ⊂
Diff(U), where P(d)(U) denotes the group of polynomial diffeomorphisms
of U of degree less than or equal to d, d = [dk/d1] and σ(h)(0) = 0, for
all h ∈ DiffG(W ).



6.12. SYMMETRIES OF THE STRATIFICATION A 201

(2) If WG = W (trivial representation), then σ : DiffG(W ) → Diff(U) and
is a group isomorphism.

(3) Suppose that W = W1 ⊕ W2 where WG
1 = {0} and W2 is a trivial

G-representation. If k1 = k(V,W1), k2 = k(V,W2) = dim(W2), and
we denote coordinates on Rk = Rk1 × Rk2 by (t, s), then σ(h)(t, s) =
(p(s; t), q(s)), where p(s; t) is a polynomial of degree less than or equal to
d = [dk1/d1] in t, coefficients smoothly depending on s, and q ∈ Diff(W2).

Proof. Suppose h ∈ DiffG(W ). We may write h(w) =
∑m

i=1 hi(w)Gi(w),
where G = {G1, . . . , Gm} is a minimal set of homogeneous generators for the
P (W )G-module PG(W,W ). For (x, t) ∈ V × Rk we have

(6.4) h(
k
∑

j=1

tjFj(x)) =
m
∑

i=1

hi(
k
∑

j=1

tjFj(x))Gi(
k
∑

j=1

tjFj(x)).

We may write Gi(w) = Ai(w,w, . . . , w), where A : W gi → W is a symmetric
multilinear map and deg(Gi) = gi. Hence

Gi(
k
∑

j=1

tjFj(x)) =
∑

j1,j2,...,jgi

tj1 . . . tjgiAi(Fj1(x), . . . , Fjdi (x)).

Since Ai(Fj1(x), . . . , Fjdi (x)) is a G-equivariant polynomial, we may write

Ai(Fj1(x), . . . , Fjdi (x)) =
k
∑

n=1

qni;j1,...,jgi (x)Fn(x),

where qni;j1,...,jgi ∈ P (V )G. Thus

Gi(
k
∑

j=1

tjFj(x)) =
k
∑

j1,j2,...,jgi ,n=1

tj1 . . . tjgiq
n
i;j1,...,jgi

(x)Fn(x).

Substituting in (6.4), we see that σ(h)(t) = Π(hf) is well-defined, independent
of our choice of f such that Π(f) = (t1, . . . , tk).

If WG = {0}, then di ≥ 1, 1 ≤ i ≤ k, and so hi(
∑k

j=1 tjFj(0)) = hi(0)

and is independent of t. Since qni;j1,...,jgi (0) = 0 whenever dj1 + . . . djdi > dk,

deg(σ(h)) ≤ [dk/d1], proving (1).
For (2), observe that if W is a trivial G-representation, we may take Fj(w) =

ej, where 1 ≤ j ≤ k = dim(W ), and e1, . . . , ek is a basis for W . Equation (6.4)
reduces to

h(
k
∑

j=1

tjFj(x)) = h(t1, . . . , tk),

and so σ(h)(t) = h(t).
We leave the verification of (3) to the reader. �



202 6. EQUIVARIANT TRANSVERSALITY

Definition 6.12.4. Let G = G(V,W ) ⊂ Diff(U) denote the group of trans-
formations of U generated by ω(DiffG(V )) and σ(DiffG(W )).

Example 6.12.5. Suppose that V,W are 2-dimensional representations of
Z2 containing no trivial subrepresentations. Choose coordinates (x1, x2) on V ,
(y1, y2) on W . If we define F1(x1, x2) = (x1, 0), F2(x1, x2) = (x2, 0), F3(x1, x2) =
(0, x1) and F4(x1, x2) = (0, x2), then {F1, . . . , F4} is a minimal set of homoge-
neous generators for PZ2(V,W ) and so U ∼= R4. The group ω(DiffZ2(V )) is the
subgroup of GL(4,R) consisting of all transformations of the form (t1, . . . , t4) 7→
(A(t1, t2), A(t3, t4)), A ∈ GL(2,R). The group σ(DiffZ2(W )) is also isomorphic
to GL(2,R). In this case elements A ∈ GL(2,R) act diagonally on the odd and
even coordinates. It can be shown that G ⊂ GL(4,R) is the semi-direct product
of ω(DiffZ2(V )) and σ(DiffZ2(W )) (both groups are normal subgroups of G). The
group G leaves invariant the cone t1t4 = t2t3 corresponding to the singular linear
maps from V to W .

Theorem 6.12.6. The stratification A is invariant by the group G ⊂ Diff(U)
defined in Definition 6.12.4.

Proof. The result follows from propositions 6.11.1, 6.11.2. �

Exercise 6.12.7. Compute G(V, V ) when V is (Rn, Hn), n = 2, 3. To what
extent is A determined by G for these representations?

6.13. Openness of equivariant transversality

Suppose (V,G) is an orthogonal representation relative to a G-invariant inner
product on V . We continue to assume V G = {0}. Given x̄ ∈ V , let Vx̄ be the
orthogonal complement of Tx̄Gx̄. Note that x̄ ∈ Vx̄ (since Gx̄ lies in the sphere
of radius ‖x̄‖, centre the origin) and Vx̄ has the structure of a Gx̄-orthogonal
representation. If z̄ = (x̄, s) ∈ V × Rs, then the orthogonal complement of Tz̄Gz̄
in V ×Rs is Vx̄×Rs. Let Srz̄ denote the r-disk centre z̄ in Vz̄×Rs, For r sufficiently
small, Srz̄ is a slice for the action of G at z̄.

Lemma 6.13.1. Let F = {F1, . . . , Fk} be a minimal set of homogeneous gener-
ators for PG(V,W ). Let z̄ = (x̄, s̄) ∈ V ×Rs, Gz̄ 6= G, and choose r > 0 such that
Srz̄ ⊂ Vx̄ ×Rs is a slice for the action of G at z̄. Let F = {F1, . . . , F k} be the set
of Gx̄-equivariant polynomials on Vx̄ × Rs defined by F j(x, s) = Fj(x+ x̄, s+ s̄).
Then F is a set of generators for C∞(Srz̄)

Gx̄-module C∞Gx̄(S
r
z̄ ,W ).

Proof. Let f ∈ C∞Gx̄(S
r
z̄ ,W ). Then f extends equivariantly to a smooth G-

equivariant map f̃ : G(Srz̄) ⊂ V × Rs → W . Since F generates PG(V,W ), it fol-
lows from Schwarz’ theorem that F generates C∞G (G(Srz̄),W ) as a C∞(G(Srz̄))

G-

module. Thus we may write f̃ =
∑

j fjFj. Now restrict to Srz̄ . �

Definition 6.13.2. Suppose that f ∈ C∞G (V × Rs,W ). Given z = (x, s) ∈
V ×Rs, we say that f is Gx-transverse to 0 ∈W at z if f |(Vx×Rs) is Gx-transverse
to 0 ∈W at z.
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Lemma 6.13.3 (cf Bierstone [14, Proposition 6.1]). Suppose that f ∈ C∞G (V ×
Rs,W ). Let F = {F1, . . . , Fk} be a minimal set of homogeneous generators for
PG(V,W ). Suppose that K is a G-invariant subset of V ×Rs and ΓFf is transverse

to ΣF on K. Then f is Gx-transverse to 0 ∈W for all (x, s) ∈ K.

Proof. Let z̄ = (x̄, s̄) ∈ K and S ⊂ Vx̄ × Rs be a slice for the action of G
at z̄. Set H = Gx̄. The map Γf : S ×H G ⊂ V × Rs → V × Rk is transverse
to Σ on (S ×H G) ∩ K. Writing Γf (x, s) = (x, γf (x, s)), it follows by the G-
invariance of γf that Γf : S ×H G → V × Rk is transverse to Σ if and only
if Γf |S : S ⊂ Vx̄ × Rs → V H × Rk is transverse to ΣH = Σ ∩ (V H × Rk) on
the H-invariant set K ∩ S. Let F be the set of inhomogeneous H-equivariant
generators given by lemma 6.13.1. Let Σ̃ ⊂ S × Rk denote the associated zero
variety defined by F . Then Σ̃ = Σ ∩ (S × Rk) and so Γf |S is transverse to Σ̃ at
z̄. It follows from lemma 6.7.5 that f is Gx̄-transverse to 0 ∈W at z̄. �

Applying theorem 6.10.6, we deduce that the conclusion of lemma 6.13.3 does
not depend on the choice F of generators. Consequently, we may now give an
unrestricted definition of G-transversality on representations.

Definition 6.13.4. Let f ∈ C∞G (V × Rs,W ) and K ⊂ V × Rs. We say f
is G-transverse to 0 ∈ W on K if f is Gz-transverse to 0 ∈ W for all z ∈ K.
Symbolically, we write this as “f tG 0 along K”. (We may replace V × Rs by a
non-empty G-invariant open subset of V × Rs.)

As a corollary of lemma 6.13.3 we have openness of G-transversality.

Corollary 6.13.5. Suppose that f ∈ C∞G (V ×Rs,W ) and f tG 0 at (0, 0) ∈
V × Rs. There exists an open G-invariant neighbourhood U of (0, 0) ∈ V × Rs
such that for all z = (x, s) ∈ U , f is Gx-transverse to 0 ∈W at z.

Corollary 6.13.6 (Stratumwise transversality). Let f ∈ C∞G (V × Rs,W )
and K ⊂ V × Rs. Suppose that f tG 0 on K. Then f is stratumwise transverse
to 0 ∈W on K.

Proof. Lemma 6.10.10. �

Corollary 6.13.7. Let f ∈ C∞G (V × Rs,W ) and suppose f is G-transverse
to 0 ∈ W at (0, 0) ∈ V × Rs. Then we can choose a G-invariant neighbourhood
U of (0, 0) ∈ V × Rs such that f−1(0) ∩ Uτ = ∅ whenever iτ (V,W ) + s < 0.

Proof. We have iτ (V × Rs,W ) = τ(V,W ) + s. Apply corollary 6.13.6. �

Remark 6.13.8. We do not need any consideration of G-transversality to
show that we can always perturb f to obtain stratumwise transversality. The
important property here is that if f tG 0 on a compact set K ⊂ V × Rs, then
stratumwise transversality is an open condition on K: it persists under Cd-small
perturbations of f .
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6.14. Global definitions and results

6.14.1. G-transversality on a manifold. At the risk of some repetition,
we start by recalling from section 6.5 the basic setup for defining G-transversality
for maps between manifolds. Assume M , N are Riemannian G-manifolds and
that P is a G-invariant submanifold of N . Let f : M → N be a smooth G-
invariant map. Suppose that x ∈ M and f(x) ∈ P . Since f is G-equivariant,
Gx ⊂ Gf(x). Hence Tf(x)N has the structure of an orthogonal Gx-representation.
Let W1 = Tf(x)P and W2W

⊥
1 . As Gx-representations, Tf(x)N = W1 ⊕W2. Using

Bochner’s theorem (theorem 3.4.9), we choose a Gx-equivariant diffeomorphism
ψ of a Gx-invariant open neighbourhood D of f(x) ∈ N onto an open neighbour-
hood B×C of (0, 0) ∈W1⊕W2 so that ψ(f(x)) = (0, 0) and ψ(D∩P ) = B×{0}.
Let π : W1 ⊕W2 → W2 denote the projection on W2.

Turning now toM , choose a slice Sx for the action ofG at x so that f(Sx) ⊂ D.
Let (V,Gx) be theGx-representation induced on the normal space TxGx

⊥. Choose
a Gx-equivariant diffeomorphism φ of Sx onto an open neighbourhood A of 0 ∈ V .
We may assume φ(x) = 0. Define f̃ : A ⊂ V → B × C ⊂W1 ⊕W2 by

f̃ = ψfφ−1.

The map f̃ is smooth, Gx-equivariant and satisfies f̃(0) = 0. Conversely, given
any smooth Gx-equivariant map h : A ⊂ V → B × C ⊂ W1 ⊕W2, h extends
uniquely to a smooth G-equivariant map h? : GSx → N (h?(γy) = γψ−1h(φy),

all y ∈ Sx, γ ∈ G). Obviously, f̃ ? = f |G(Sx).

If we define F = πf̃F , then F : A ⊂ V → C ⊂W2 is a smooth Gx-equivariant
map and F (0) = 0. Observe that if y ∈ Sx then f(y) ∈ P if and only if

F (φ(y)) = 0.

In particular, every zero z of F determines a unique G-orbit G(φ−1(z)) ⊂ GSz ⊂
M mapped by f to P . Conversely every G-orbit α ⊂ GSx which is mapped to P
by f determines a unique zero of F .

We are now in a position to give a local definition of G-transversality on
manifolds. We say that f is G-transverse to P at x if either f(x) /∈ P or f(x) ∈ P
and, with the previous notation, F : A ⊂ V → C ⊂ W2 is Gx-transverse to 0 at
0 ∈ A. This definition depends on several choices: The Gx-linearizing coordinate
system at f(x), the choice of a slice Sx, and the choice of the linearizing coordinate
system φ : Sx → A ⊂ V . In addition, there is the question of invariance under
G-translations: we need to show that f is G-transverse to P at x if and only if f
is G-transverse to P at gx.

Proposition 6.14.1. G-transversality is invariantly defined on manifolds,
independent of choices. The set of points where a map f : M → N is G-transverse
to P ⊂ N is a G-invariant subset of M .

Proof. Let f ∈ C∞G (M,N) and suppose that x ∈ M and f(x) ∈ P . With
the notation established above, suppose that F = πψfφ−1 : A ⊂ V → C ⊂W2 is
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Gx-transverse to 0 at 0 ∈ A. By propositions 6.11.3, 6.11.1, the Gx-transversality
of F is independent of the choices of ψ and φ. If we take a different slice, say S ′x
through x, then a choice of local Gx-equivariant section of σ : U ⊂ G/Gx → G,
allows us to define a Gx-equivariant diffeomorphism between Sx and S ′x and we
again find by proposition 6.11.1 that the Gx-transversality of F is independent
of the choice of slice Sx. Hence we have shown that the G-transversality of f to
P at x is invariantly defined. Finally, it is easy to check that f tG P at x if and
only if f tG P at gx, for all g ∈ G. �

Proposition 6.14.2. Let M,N be G manifolds and P be a closed G-invariant
submanifold of N . If f tG P at x, then f tG P at all points y in some open
neighbourhood of x.

Proof. Immediate from corollary 6.13.5. �

Proposition 6.14.3. Let M,N be G manifolds and P be a G-invariant sub-
manifold of N . If f tG P then f is stratumwise transverse to P .

Proof. The result follows from lemma 6.10.10. �

Theorem 6.14.4. Let M,N be G manifolds, P be a G-invariant submanifold
of N and set G = {f ∈ C∞G (M,N) | f tG P}.

(1) If P is closed, G is an open subset of C∞G (M,N) in the Whitney C∞-
topology. If M is compact, openness holds in the C∞-topology.

(2) G is a residual subset of C∞G (M,N) (in either the C∞- or Whitney C∞-
topology).

(3) If M is compact, P closed and ft ∈ G, t ∈ [0, 1], is a smooth family, then
there exists a continuous equivariant isotopy Ht : M → M , t ∈ [0, 1],
such that H0 = IM and Ht(f

−1
t (P )) = f−1

0 (P ).

Proof. (1) We show that the complement of G in C∞G (M,N) is closed in the
Whitney C∞-topology. The proof we give applies without change if M is compact
and we use the C∞-topology. Suppose then that (fn) ⊂ C∞G (M,N) \G converges
to F ∈ C∞G (M,N). It suffices to prove F /∈ G. By lemma 6.2.1(3), there exists a
compact subset K of M and n0 ∈ N such that for n ≥ n0, fn = F on M \K. Since
fn /∈ G, for each n, we can choose xn ∈M such that fn is not G-transverse to P
at xn. Choosing a subsequence if necessary, we can assume that xn ∈ K, n ≥ n0

(if not, it already follows that F /∈ G). But now K is compact and so, choosing a
further subsequence if necessary, we can assume xn → x ∈ K. We claim F is not
G-transverse to P at x. Suppose the contrary, then by proposition 6.14.2 F will
be G-transverse to P on a compact G-invariant neighbourhood U of x. Applying
the openness theorem for transversality to a Whitney stratified set, we see that
for sufficiently large n, fn will be G-transverse to P on U . Contradiction, since
xn ∈ U for large n. Hence F /∈ G.

For the density of G in C∞G (M,N), suppose first that P is closed. Choose
a locally finite cover {Ki | i ∈ N} of M by compact G-invariant sets. Using
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the density theorem for maps transverse to a Whitney regular stratification,
our characterization of G-transversality in term of transversality to a Whitney
regular stratification of U, and lemma 6.13.3, we may show that Wi = {f ∈
C∞G (M,N) | f tG P on Ki} is an open dense set of C∞G (M,N). (Note that this
does not require us to perturb the invariant maps Γf so that they are transverse
to the universal variety). Now G = ∩i≥0Wi proving (2) since C∞G (M,N) is a
Baire space (in either the C∞- or Whitney C∞-topology – lemma 6.2.1). If P is
not closed, we can still represent G as a countable intersection of open dense sets
– cover P by a locally finite set (within P ) of G-invariant compact submanifolds,
possibly with boundary.

We indicate the proof of the isotopy theorem. Let f ∈ G. Choose a finite cover
of M by slice tubular neighbourhood pairsGSi ⊂ GT̄i). We use the Thom-Mather
theorem to construct isotopies locally, supported in GTi, and then (equivariantly)
patch together to obtain global isotopy of M . We omit the details �

Remark 6.14.5. We refer to Bierstone [14] for alternative proofs of parts of
theorem 6.14.4 (see also the notes at the end of the chapter).

Exercise 6.14.6. Extend as far as possible the theory of G-transversality to
the category of proper G-manifolds.

6.15. Solutions with specific isotropy type

We conclude this chapter with an investigation of the constraints on the
isotropy type of solutions imposed by G-transversality at a point. We restrict
attention to equivariant maps between G-representations and include some ex-
amples that relate to equivariant (reversible) systems.

Let F be a minimal set of homogeneous generators for PG(V,W ). Suppose
that τ ∈ O?(V,G). Define the closed semialgebraic subset Rτ of Rk by

Rτ = ∂Στ ∩ Rk = Στ ∩ Rk.

Just as in the proof of theorem 6.10.6, lemma 6.7.4 implies that Rτ is naturally
defined as a closed semialgebraic subset of U, independent of the choice of gener-
ator set F . Knowledge about R(V,W ) = {Rτ | τ ∈ O?} gives information about
isotropy type of generic solutions to equivariant families in C∞G (V × Rs,W ).

For τ 6= (G), define

rτ = dim(Rτ ).

Lemma 6.15.1. Let f ∈ C∞G (V × Rs,W ) and suppose that f tG 0 along the
set K ⊂ Rs. If s + rτ < k = k(V,W ), then there exists an open G-invariant
neighbourhood U of K in V × Rs such that f−1(0) ∩ U contains no points of
isotropy type τ .

Proof. By theorem 6.10.1, Rτ is a union of A-strata. Now apply theo-
rem 6.10.6. �
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Lemma 6.15.2. Assume V G = WG = {0}. Let τ ∈ O?(V,G). Then

k − eτ ≤ rτ ≤ min{k, k − nτ + iτ − 1}.

Proof. Let H ∈ τ ∈ O(V,G) and consider F : V H
τ × Rk → WH . For

x ∈ V H
τ , the kernel of the linear map t 7→ F (x, t) is a linear subspace K(x)

of Rk of dimension equal to k − eτ . Consider K(x) as point in the Grassmann
variety Grp(Rk) of p = k − eτ -dimensional subspaces of Rk. Replacing x by λx
and letting λ→ 0 we see that each limit point of K(λx) is a k − eτ -dimensional
subspace of Rk contained in Rτ . Hence rτ ≥ k − eτ . For the upper bound, let
P : V → V/G be the orbit map associated to a minimal set of homogeneous
generators for P (V )G. Then Στ/G is a semialgebraic subset of V/G × Rk ⊂
R`×Rk of dimension k− nτ + iτ . Hence dim(∂(Στ/G)) ≤ k− nτ + iτ − 1 and so
dim(∂Στ ∩ Rk) ≤ min{k, k − nτ + iτ − 1}. �

Examples 6.15.3. (1) Suppose that V = W and that V is a sum of non-
trivial absolutely irreducible representations. Let F1, . . . , Fk1 be a vector space
basis for LG(V, V ). Then F1, . . . , Fk1 extends to a minimal set {F1, . . . , Fk} of
homogeneous generators for PG(V,W ). Let ∆ ⊂ Rk be the set of t ∈ Rk such that

F (t) =
∑k1

j=1 tjFj ∈ LG(V, V ) is singular. Since ∆ is the zero set of det(F (t)),

∆ is a codimension one algebraic subset of Rk. If t ∈ Rk \ ∆, then x = 0 is an
isolated zero of Ft(x) = 0. Hence the top dimensional stratum of A is equal to
Rk \∆. If τ ∈ O?(V,G), then Rτ ⊂ ∆ and the estimate of lemma 6.15.2 reads

k − dτ ≤ rτ ≤ k − nτ − 1.

When V is absolutely irreducible and LG(V, V ) is one dimensional, ∆ = {t | t1 =
0} and each Rτ is contained in this hyperplane. Note that if nτ > 0, then
rτ < k − 1. In particular, for 1-parameter families of normalized vector fields,
there will generically be no branches of equilibria of isotropy type τ if nτ > 0.
This can happen even if τ is a maximal isotropy type (see [124]).
(2) If V = W and V is irreducible of complex type, then LG(V, V ) is generated by
F1 = IV , F2 = ıIV . The corresponding set ∆ ⊂ Rk defined by the singular linear
maps is the codimension two linear subspace of Rk defined by t1 = t2 = 0. Hence
k − dτ ≤ rτ ≤ k − 2. Note that if rτ ≤ k − 2 then whenever f ∈ C∞G (V × R,W )
and f tG 0 at (0, 0) ∈ V × R, then there will be an open neighbourhood of
(0, 0) ∈ V × R contains no zeros of f of isotropy type τ . This applies, for
example, if V = W = C and G = SO(2) acts non-trivially. Generically, in 1-
parameter families, there will be no ‘equilibrium’ SO(2)-orbits.
(3) Suppose that V = W and V is absolutely irreducible. Let H ∈ τ ∈ O(V,G)
and suppose that dim(V H) = 1 (V H is an axis of symmetry). Then dτ = 1 and
so, by (1) and lemma 6.15.2 we see that rτ = k − 1. In this case it is easy to
check directly that Rτ equals the hyperplane t1 = 0. Hence branches of solutions
of isotropy type τ will be seen in all 1-parameter families f ∈ V0(V,G). This
argument gives a simple geometric proof of the equivariant branching lemma.
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(4) In general, Rτ will usually not be an algebraic subset of Rk. As an example,
consider the representation (R3, G), where G ⊂ H3 is given by G = ∆3 o Z3.
It is straightforward to verify that a minimal set of homogeneous generators for

P
(3)
G (R3,R3) is given by

F1(x, y, z) = (x, y, z),

F2(x, y, z) = (xy2, yz2, zx2),

F3(x, y, z) = (xz2, yx2, zy2).

These polynomials do not generate the P (R3)G-module PG(R3,R3): the fifth
order equivariant (x5, y5, z5) cannot be written as a linear combination over
P (R3)G of F1, F2, F3. However, since we know that bifurcation problems on
(R3, G) are determined by third order terms, we are able to determine those
sets Rτ which are of codimension one in Rk. The isotropy types (G(1,0,0)) and
(G(1,1,1)) are both maximal and define one dimensional fixed point spaces. There-
fore R(G(1,0,0)) = R(G(1,1,1)) = {t1 = 0}. The isotropy type (G(1,1,0)) is submaximal.

We solve F (t, x, y, z) = t1F1(x, y, z) + t2F2(x, y, z) + t3F3(x, y, z) = 0 subject to
z = 0 and xy 6= 0. We find that

t1x+ t2xy
2 = 0,

t1y + t3yx
2 = 0.

(If we had taken account of higher order equivariants they would appear in these
equations as terms of of order at least 5 in x, y and would not affect the following
analysis.) Since we assume xy 6= 0, we have to solve t1 + t2y

2 = t1 + t3x
2 = 0.

Eliminating t1, we have t2y
2 = t3x

2 and so there are no (real) solutions if t2t3 < 0.

If t2t3 > 0, we can always find solutions. These will be of the form y = ±
√

−t1/t2,

x = ±
√

−t1/t3 and will meet the parameter plane R3 along t1 = 0. Hence

R(G(1,1,0)) = {(t1, t2, t3) | t1 = 0, t2t3 ≥ 0}

and so Rτ is a proper semialgebraic conical subset of t1 = 0.
(5) It is easy to construct examples for which rτ = k for all τ ∈ O(V,G). For
example, suppose p, q > 1 are coprime integers. Let SO(2) act on V = C
as multiplication by eıpθ and on W = C as multiplication by eıqθ. We have
PSO(2)(V,W ) = {0}, k = 0 and rτ = Rk for all τ ∈ O(V, SO(2)).
(6) The finite reflection group W = ∆′4 o S4 is an index 2 subgroup of the hype-
roctahedral group G = H4. Generators for P (R4)W are well-known (for details
and references see [70]) and given by

p1(x) =
1

2
‖x‖2, p2(x) =

1

4

4
∑

i=1

x4
i , p3(x) =

1

6

6
∑

i=1

x6
i , p4(x) = x1x2x3x4.
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Corresponding generators for the equivariants are given by φi = grad(pi). Hence
every smooth W -equivariant map f : R4 → R4 may be written in the form

(6.5) f =
4
∑

j=1

fi(p1, . . . , p4)Fi,

where the fi ∈ C∞(R4) are uniquely determined by f . We define two, non-
isomorphic, representations of G = ∆4 o S4 on R4. The first representation of G
will be the standard representation ρ : G = H4 → O(4) of H4. For the second
representation, define the homomorphism σ : G → O(1) = Z2 by mapping W
to +1 and G \W to −1. We define ρσ : G → O(4) by ρσ(g) = σ(g)ρ(g). The
new representation ρσ of G is absolutely irreducible and is not isomorphic to the
first representation. We write the first representation as (R4, G), the second as
(R4

σ, G). Since G ⊃ W , every P ∈ PG(R4,R4
σ) may be written in the form (6.5).

Although F4 ∈ PG(R4,R4
σ), the remaining generators F1, F2, F3 /∈ PG(R4,R4

σ). In
order that fi(p1, . . . , p4)Fi ∈ PH4(R4,R4

σ), i 6= 4, it is necessary and sufficient that
fi(p1, . . . , p4)(gx) = −fi(p1, . . . , p4)(x), for all g such that σ(g) = −1. Similarly,
f4(p1, . . . , p4)F4 ∈ PG(R4,R4

σ) only if f4(p1, . . . , p4)(gx) = f4(p1, . . . , p4)(x), for
all g such that σ(g) = −1. If we define

F̄i = p4Fi, i = 1, 2, 3, F̄4 = F4,

then it is not hard to show that {F̄1, . . . , F̄4} generates the P (R4)G-module
PG(R4,R4

σ). In particular, every f ∈ C∞G (R4,R4
σ) may be written (uniquely)

in the form

(6.6) f =
4
∑

j=1

fi(p1, p2, p3, p
2
4)F̄i,

where fi ∈ C∞(R4). Here we have used the fact that p1, p2, p3, p
2
4 generate

P (R4)H4 . Elements of X ∈ C∞G (R4,R4
σ) are reversible equivariant vector fields:

X(gv) = σ(g)gX(v), (g ∈ G, v ∈ R4).

Let ϑ(x, t) =
∑4

j=1 tjF̄j(x). Then (x1, x2, x3, x4, t) ∈ Σ = ϑ−1(0) if any two of
x1, x2, x3, x4 are zero. Hence

Rτ = R4, if τ = (G1,0,0,0)), (G1,1,0,0)), (G1,2,0,0).

It is not hard to compute R(R4,R4
σ). For example, we have

R(G(1,1,1,0)) = R(G(1,1,1,1)) = {t4 = 0}, R(G(1,1,2,2)) = {t1, t4 = 0},
R(G(1,1,2,3)) = {t1, t2, t4 = 0}, R(G(1,2,3,4)) = {(0, 0, 0, 0)}.

All of this extends easily to the infinite family ∆′k o Sk ⊂ ∆k o Sk, k ≥ 4.
(7) Let G = ∆3 o Z3 and H = ∆′3 o Z3 (the group of orientation preserving
symmetries of the tetrahedron). We define two non-isomorphic representations
ρ, ζ : G→ O(3). The representation ρ will be the standard representation of G as
a subgroup of H3. For the second representation, take the standard action of H
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on R3 and extend this representation to a representation ζ of G by requiring that
(−1, 1, 1) ∈ ∆3 act on R3 by (−1, 1, 1)(x, y, z) = (x,−y,−z). In other words, if we
define the homomorphism η : G = ∆3oZ3 → O(1) = Z2 by η(δ, σ) = det(δ), then
ζ : G → O(3) is defined by ζ(g) = η(g)ρ(g). In particular, G-equivariant maps
R3 → R3 may be regarded as reversible equivariant vector fields on R3. The space
PG(R3,R3) is a linear subspace of PH(R3,R3). Let P = (P1, P2, P3) ∈ PG(R3,R3).
Then P1(−x, y, z) = P1(x, y, z), P1(x,−y, z) = −P1(x, y, z) and P1(x, y,−z) =
−P1(x, y, z). Hence P1(−x,−y,−z) = P1(x, y, z) and so P1 is a sum of terms
of even degree. By the H-equivariance we have P1(−x,−y, z) = −P1(x, y, z) =
−P1(x,−y,−z). Now P1(x, y,−0) = −P1(x, y, 0) and so P1(x, y, 0) = 0. Simi-
larly, P1(x, 0, z) = 0. Hence P1(x, y, z) = yzQ1(x, y, z), where Q1 is of even de-
gree. Using the relations we have on P1, we may write Q1(x, y, z) = R1(x2, y2, z2).
If f ∈ C∞G (R3,R3), we may find a smooth map r ∈ C∞(R3) such that

f(x, y, z) =





r(x2, y2, z2)yz
r(y2, z2, x2)zx
r(z2, x2, y2)xy



 .

It is now easy to work out generators for the module of equivariants to fourth
order (which is all we will need). Up to terms of degree 4, the universal polynomial
is given by

ϑ(x, t) = t1





yz
zx
xy



+ t2





y3z
z3x
x3y



+ t3





yz3

zx3

xy3



 , (x, t) ∈ R3 × R3.

Let Σ = ϑ−1(0) and X denote the union of the x-, y- and z-axes. Obviously,
X × R3 ⊂ Σ. If t1 6= 0 then the germ of ϑ−1(0, t) ⊂ V equals the germ of X
at zero. If xyz 6= 0, it is easy to show that if t2 + t3 6= 0, then the solutions
of ϑ(x, t) = 0 satisfy x2 = y2 = z2 and are given explicitly by x2 = −t1

t2+t3
.

If we let τ be the isotopy type of non-zero points on the line R(x, x, x), then
Rτ = {t | t1 = 0}. Next we look for solutions lying in the coordinate planes.
Solutions in the plane x = 0 with yz 6= 0 are given as solutions of

t1 + t2y
2 + t3z

2 = 0.

If t2t3 > 0, we obtain, for fixed t1 6= 0 either the empty set or an ellipse of solu-
tions meeting both the y and z axes in a pair of points. If t2t3 < 0, we obtain, for
fixed t1 6= 0 a hyperbola of solutions which meets either the y-axis or the z-axis
(but not both axes). Any point on these solutions curves, not lying on an axis,
has isotropy type κ = (〈diag(−1, 1, 1)〉) Hence Rκ = {t | t1 = 0}. With a little
more work, the codimension one stratum of the natural stratification of U is seen
to be the semialgebraic set {t | t1 = 0, t2 + t3, t2t3 6= 0}.
(8) In the previous example, it was the case that for a generic G-equivariant re-
versible vector field on R3 the germ of the zero set at the origin was always the
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same: the germ of the union of the coordinate axes at zero. There is a corre-
sponding result for G-equivariant vector fields X on any representation (V,G). If
V G = {0}, then the generic situation is that X has an isolated zero at the origin
(even hyperbolic). If dim(V G) > 0, then generically we expect there to be no
zero at the origin. If G is finite then we expect that for generic X the zero set of
X will be a discrete subset of V . In our final example, we show that for generic
reversible G-equivariant vector fields, with G finite and no parameters, the germ
of the zero set may vary along V G. We let G = ∆3oZ3 act on R3 in the standard
way and η : G = ∆3 o Z3 → O(1) = Z2 be as defined in the previous example.
We define two inequivalent representations of G on R4 = R3×R. The first repre-
sentation, on the domain, will be the product of the given representation of G on
R3 with the trivial representation of G on R. We have R4 = {0}×R, The second
representation, on the range, will be the product of the given representation of
G on R3 with the representation of G on R defined by η. If f ∈ C∞G (R4,R4), it
is straightforward to show that there exist smooth functions r, s : R4 → R such
that

f(x, y, z, u) =









r(x2, y2, z2, u)x
r(y2, z2, x2, u)y
r(z2, x2, y2, u)z
s(x2, y2, z2, u)xyz









.(6.7)

Up to terms of degree 3, the universal polynomial is given by

ϑ(x, t) = t1









x
y
z
0









+ t2









xy2

yz2

zx2

0









+ t3









xz2

yx2

zx2

0









+ t4









0
0
0
xyz









,

where x = (x, y, z, u) ∈ R4, t ∈ R4.
We look for solutions with isotropy type ν = (G(1,1,0,2)) – these live on the

coordinate planes. Without loss of generality we assume z = 0. Automatically
the u-component of F vanishes and we have to solve

t1x+ t2xy
2 = 0,

t1y + t3yx
2 = 0.

Solutions (x, y), with xy 6= 0. can only exist if t2t3 ≥ 0 (see example 4).
If f ∈ C∞G (R4,R4), then f(0, 0, 0, u) = 0, all u ∈ R. Write f ∈ C∞G (R4,R4)

in the form given by (6.7). Set R(u) = r(0, 0, 0, u). For generic r ∈ C∞(R4), R
will have isolated non-singular zeros. Let u0 be a non-singular zero of R. The
germ of the zero set of f at (0, 0, 0, u0) will contain points of isotropy type ν if
and only if

∂r

∂y
(0, 0, 0, u0)

∂r

∂z
(0, 0, 0, u0) ≥ 0.
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Consequently, if f tG 0 along {0} × R, the germ of the zero set of f at dis-
tinct zeros (0, 0, 0, u1), (0, 0, 0, u2) may be different. As an explicit example take
r(x2, y2, z2, u) = u2− 1 + y2 + (2u− 1)z2 and s ≡ 1. The zero sets at (0, 0, 0,±1)
have different topological type.

Exercise 6.15.4. Investigate 1-parameter bifurcation theory for the reversible
vector fields defined in examples 6.15.3(6). In particular, compare the stabilities
for branches along R(1, 1, 1, 1) and R(−1, 1, 1, 1).

6.16. Notes on chapter 6

The theory of G-transversality or equivariant general position was developed
independently by Bierstone [14] and the author [50] in 1976-77. Bierstone’s defi-
nition of equivariant general position [14] is given in terms of transversality to the
canonical stratification of the universal variety and leads to straightforward natu-
ral proofs of the main theorems using Thom-Mather theory of stratifications. The
author’s definition of G-transversality is less transparent (at least in [50], which
is difficult to read) and is based on ideas from equisingularity. The definitions
are, however, equivalent [51]. Subsequently, Bierstone developed the theory of
equivariant jet transversality and applied it to prove stability theorems on smooth
equivariant maps between manifolds [15] similar to those proved by Mather for
general smooth maps. On the other hand the author’s interest was in the theory
of equivariant dynamical systems and his initial applications included, for exam-
ple, an equivariant version of the Kupka-Smale density theorem [52]. Later in
1988, it became clear that equivariant transversality had the potential for sig-
nificant applications to equivariant bifurcation theory. With Roger Richardson,
a complete description was given of branching patterns for a large class of fi-
nite reflection groups using ideas based on equivariant transversality [70] (see
Stewart [165] for an overview). The way in which equivariant transversality was
being used in bifurcation theory tended to reflect the equisingularity definition
of G-transversality rather than the definition based on transversality to the uni-
versal variety. This point of view was developed in [57, 60, 62] and, together
with results from equivariant jet transversality, enabled the proof of quite general
genericity and stability theorems for equivariant bifurcation.

In this chapter we have taken some care to develop ideas from [50] which
have potential application to equivariant bifurcation theory. In particular, we
showed how it is possible to give a natural definition of G-transversality in terms
of transversality to the intrinsic stratification A of U. As we see in the next
chapter, this characterization has powerful applications to equivariant bifurcation
theory. We also developed some of the work in [50] so as to show that there is a
natural symmetry group G of U which preserves A. In some cases, knowledge of
G determines A quite precisely.



CHAPTER 7

Applications of G-transversality to bifurcation theory I

In this chapter we apply equivariant transversality to equivariant bifurcation
theory. Our focus will be on steady state bifurcation theory for 1-parameter fami-
lies of equivariant vector fields defined on an absolutely irreducible representation
(V,G), where G is a finite group. We also briefly consider the theory for equivari-
ant reversible vector fields [31]. Most of what we do applies when G is a general
compact Lie group and we sketch this extension at the end of the chapter. As
part of our exposition, we include definitions and results on jet transversality for
equivariant maps. This theory was developed by Bierstone in connection with his
work generalizing Mather’s theory of stable mappings to equivariant maps [15].
All the results we need will be local in character and we shall not develop the
theory of jet transversality for G-manifolds.

In chapter 10, we allow for G to be a compact (non-finite) Lie group, and
for (V,G) to be irreducible over the complexes. We then consider the natural
questions of branching to relative equilibria, limit cycles (the equivariant Hopf
bifurcation) and relative periodic orbits.

7.1. Weak stability and Determinacy

7.1.1. Generic 1-parameter steady-state bifurcation theory. Let G
be a finite group. In this section we sketch how the generic 1-parameter steady
state bifurcation theory of equivariant vector fields on a representation (V,G)
can be reduced to the study of normalized families of equivariant vector fields on
an absolutely irreducible representation (V,G). For simplicity, we assume (V,G)
is finite dimensional, even though the most interesting case from the point of
view of applications is when (V,G) is an infinite dimensional G-representation.
If we are only interested in determining branches of equilibria – as opposed to
the associated dynamics – it is possible to avoid this process of reduction, see
remarks 7.1.10(3) and also [84]. In what follows we only consider bifurcation of
the trivial solution x = 0 for a family X ∈ C∞G (V × R, V ) (for bifurcation from
relative equilibria, see chapter 10).

Suppose that (V,G) is a finite-dimensional G-representation and V G = {0}
((V,G) contains no proper trivial subrepresentations). Let X ∈ C∞G (V × R, V )
be a 1-parameter family of vector fields on V . Since V G = {0}, we have by
G-equivariance and Taylor’s theorem that

X(x, λ) = A(λ)x +O(‖x‖2), (x, λ) ∈ V × R,
213
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where A(λ) ∈ LG(V, V ). We regard (0, λ0) (or just λ0) as a bifurcation point for
the family if A(λ0) is singular (has a zero eigenvalue1). In terms of the isotypic
decomposition of (V,G) (theorem 2.7.10), we may write

LG(V, V ) =
n
⊕

i=1

LG(V pi
i , V

pi
i ),

where {(Vi, G) | i = 1, . . . , n} is a set of inequivalent proper R-irreducible rep-
resentations of G and pi ≥ 1, i = 1, . . . , n. Hence A(λ) =

⊕n
i=1 Ai(λ), where

Ai(λ) ∈ LG(V pi
i , V

pi
i ), i = 1, . . . , n.

Relabelling, suppose (Vi, G) is absolutely irreducible, 1 ≤ i ≤ a. Set dim(Vi) =
ni. By proposition 2.7.18, LG(V pi

i , V
pi
i ) ∼= M(pi, pi;R). In particular, every eigen-

value of Ai(λ0) has multiplicity divisible by ni. Let Σi denote the closed subset
of M(pi, pi;R) consisting of singular matrices. The set Σ1

i ⊂ Σi consisting of
matrices of rank pi−1 is a codimension 1 submanifold of M(pi, pi;R) and Σi \Σ1

i

is of codimension at least 2 (Σ2
i may be written as a union of submanifolds of

increasing codimension [1]). Identify LG(V pi
i , V

pi
i ) with M(pi, pi;R). Using our

codimension estimates, an application of transversality theory shows that we can
make a C∞-small perturbation of X so that

(1) Ai t Σ1
i on R and Ai(R) ∩ Σ2

i = ∅, for all 1 ≤ i ≤ a.
(2) If Ai0(λ) ∈ Σi0 , then Ai(λ) /∈ Σi, i 6= i0, 1 ≤ i ≤ a.

(We achieve (1) by elementary transversality theory applied to each Ai. Using
the fact that points λ such that Ai(λ) ∈ Σ1

i are isolated for each i, we achieve (2)
by a further perturbation of Ai.)

Suppose (Vi, G) is irreducible of complex type. In this case, LG(V pi
i , V

pi
i ) ∼=

M(pi, pi;C) and the set Σi of singular matrices is a submanifold of M(pi, pi;C)
of complex codimension 1. By transversality theory we can make a C∞-small
perturbation of X so that Ai(R) ∩ Σi = ∅. Similarly, if (Vi, G) is irreducible of
quaternionic type, we can always assume Ai(R) ∩ Σi = ∅.

Let K be a compact interval2 containing the origin of R. Our transversality
arguments show there is an open and dense subset Z(K) of C∞G (V ×R, V ) (C∞-
topology) such that if X ∈ Z(K) then

(1) Bifurcation points for X (on {0} ×K) are isolated in K.
(2) If λ0 ∈ K is a bifurcation point, there is a smooth curve η(λ) of eigen-

values of multiplicity k ≥ 1 for DXλ(0) such that (a) η(λ0) = 0, (b)
kernel(DXλ0(0)) is isomorphic to an absolutely irreducible subrepresen-
tation of (V,G) of degree k, and (c) η′(λ0) 6= 0.

Suppose that X ∈ Z(K) and λ0 ∈ K is a bifurcation point. Let (W,G)
denote the absolutely irreducible subrepresentation of (V,G) given by (2) above.

1We do not consider the Hopf bifurcation in this chapter and so we regard points where
eigenvalues are pure imaginary as regular points.

2If we take the Whitney C∞-topology, we can assume K is a closed interval
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Given 1 ≤ r < ∞, we may apply the equivariant version of the centre manifold
theorem to construct a Cr G-invariant submanifold C = Cr ⊂ V × R such that

(1) (0, λ0) ∈ C and the tangent space to C at (0, λ0) is equal to the direct
sum of (W,G) and the trivial representation ({0} × R, G).

(2) X̃(x, λ) = (X(x, λ), 1) is everywhere tangent to C.

(For the centre manifold theorem see [88].)
This process allows us to investigate bifurcation and changes in the dynamics

at bifurcation points ofX ∈ Z(K) by reducing to the study of equivariant families
X ∈ Cr

G(W ×R,W ), where 2 ≤ r <∞ and (W,G) is absolutely irreducible. Just
as in chapter 4, it is no loss of generality to restrict attention to families X which
are in the normalized form

X(x, λ) = λx + g(x, λ),

where g(x, λ) = O(‖x‖2), uniformly for λ in some compact interval containing
the origin.

While it is well-known we cannot assume the centre manifold C is smooth
– that is C∞ – we can require C to be Cr for any r < ∞. This suffices for
the determination of the signed indexed branching patterns as G-equivariant
bifurcation problems on an absolutely irreducible representation are generically
strongly determined [60, §3.9]. That is, there exists d < ∞ and an open dense

subset S(d) ⊂ P
(d)
G (V, V ) such that if X is Cd and Jd(X) = jdX0(0) ∈ S(d), then

F (x, λ) = λx+Jd(X)(x) is stable and X has a signed indexed branching pattern
isomorphic to the signed indexed branching pattern of F . In particular, the signed
indexed branching pattern of X is unchanged by the addition of higher order G-
equivariant terms to X. The proof of this result requires techniques beyond the
scope of these notes and we refer the reader to [60] for details (we discuss strong
determinacy in chapter 10). In many cases it is not hard to compute d. For
example, all of the examples we considered in chapter 4 had d = 2 or d = 3.
Issues with dynamics are more subtle. For example, equivariant transversality is
very much a smooth theory though it is possible to prove stability of G-transverse
intersections under perturbation by sufficiently differentiableG-equivariant maps.

7.1.2. Steady-state bifurcation theory on an absolutely irreducible
representation. Let (V,G) be an absolutely irreducible representation of the
finite groupG. Let V0 = V0(V,G) ⊂ C∞(V×R, V ) denote the space of normalized
1-parameter families of smooth G-equivariant vector fields on V .

Let F = {F1, . . . , Fk} be a minimal set of homogeneous generators for the
P (V )G-module PG(V, V ). As usual, we suppose that F1 = IV and 1 < d2 ≤ . . . ≤
dk, where deg(Fi) = di. We define

KG(V ) = {X ∈ V0 | X tG 0, at 0 ∈ V }.
Following chapter 6, let A = {Aj | 0 ≤ j ≤ k} denote the stratification of U ∼= Rk
induced from the minimal Whitney stratification of the universal variety ΣF .
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Lemma 7.1.1. Aj ⊂ Rk−1, 0 ≤ j < k.

Proof. If t1 6= 0, then (x, t) is a non-singular zero of x 7→ ϑ(x, t) and so
(0, t) /∈ Στ ∩ Rk, τ 6= (G). �

Remark 7.1.2. Lemma 7.1.1 implies that Ak−1 is an open semialgebraic sub-
set of Rk−1. In all examples known to us, Ak ∩ Rk−1 = ∅ and so Ak−1 is ain
open and dense subset of Rk−1. If Ak ∩ Rk−1 6= ∅, there exist stable families in
V0(V,G) for which there are no nontrivial branches as λ increases through zero.
To allow for this possibility, we will enlarge Ak−1 by adding to Ak−1 the (open)
subset Ak ∩ Rk−1 of Rk−1. We continue to let A denote the associated Whitney
stratification of U ∼= Rk. With this convention, we always have Ak−1 is an open
and dense semialgebraic subset of Rk−1.

Exercise 7.1.3. Show that if (V,G) has an odd dimensional fixed point space,
then Ak−1 is a dense subset of Rk−1 (Hint: Use Cicogna’s extension of the equi-
variant branching lemma [34]).

Given X ∈ V0, let γ(X) : R → Rk denote the ‘coefficient’ map defined by
γ(X)(λ) = (λ, f2(0, λ), . . . , fk(0, λ)), where X(x, λ) =

∑

j fj(x, λ)Fj(x).

Lemma 7.1.4. Let X ∈ V0. Then X ∈ KG(V ) if and only if γ(X)(0) ∈ Ak−1.

Proof. If X ∈ KG(V ), then γ(X) t A at λ = 0. Since γ(X)(0) ∈ ∪i<kAi =
Rk−1, γ(X) t A at λ = 0 if and only if γ(X) t Ai, i < k. That is, γ(X)(0) ∈ Ak−1

(since codim(Ai) = k − i). �
For X ∈ V0, let Z(X) denote the zero set of X.

Theorem 7.1.5.

(1) KG(V ) is an open and dense subset of V0.
(2) If X ∈ KG(V ), then X satisfies the branching condition B1.
(3) We may choose an open neighborhood U of X in V0 such that if {Xt | t ∈

[0, 1]} is any continuous path in U with X0 = X, there is an open neigh-
borhood W of (0, 0) in V × R and an (equivariant) isotopy {Kt : W →
V × R | t ∈ [0, 1]} of (continuous) embeddings satisfying
(a) K0 is the inclusion of W in V × R.
(b) Kt(W ∩ Z(X)) = Z(Xt) ∩Kt(W ), all t ∈ [0, 1].

(4) KG(V ) ⊂ Sw(V,G).

Proof. An application of theorem 6.14.4 gives statements (1,3) and (1,2,3)
together imply (4). It remains to prove (2). Fix a minimal set F of homogeneous
polynomial generators for PG(V, V ) and let AF be the corresponding Whitney
stratification of Rk. Let X ∈ KG(V ) and suppose that γ(X)(0) ∈ Rτ = Rk ∩∂Στ

(if no such τ 6= (G) exists, there are no nontrivial branches and there is nothing
to prove). Since γ(X) t AF , γ(X)(0) lies in a codimension one stratum C
of AF . Since AF is a union of strata from the canonical stratification S of Σ
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(theorem 6.10.1), the frontier condition implies that (C,Στ ) is Whitney regular
and so locally trivial along C (we are not claiming Στ ∈ S). Hence we may
choose open semialgebraic neighbourhoods W of (0, γ(f)(0)) ∈ V × Rk, W1 of
(0, 0) ∈ V × R and W2 of γ(X)(0) in C ⊂ Rk−1 such that

(a) The intersection of W with Στ consists of finitely many connected com-
ponents S1, . . . , SN .

(b) If we setKj = (W1×{γ(X)(0)})∩Sj, thenKj is a (smooth) semialgebraic
arc with boundary point {γ(X)(0)}, j = 1, . . . , N .

(c) There is a homeomorphism h of W onto W1 ×W2 which is equal to the
identity on {0} ×W2 and maps Sj onto Kj ×W2, j = 1, . . . , N .

Since ΓX t Σ at (0, 0) and ΓX(0, 0) = (0, γ(X)(0)), we may choose an open
neighbourhood U of (0, 0) ∈ V × R such that ΓX t Στ on U and ΓX(U) ⊂ W .
For j = 1, . . . , N , define Cj = (Γ−1

X |U)−1(Sj). Each Cj has the structure of
a 1-dimensional Whitney stratified set. If X is analytic, the curve selection
lemma [12, 20] yields C1 arcs γj : [0, δ] → Cj such that γj(0, 0) = (0, 0) and
γ′j(0) 6= 0. That is, each Cj is a solution branch. If we do not assume the
analyticity of X, then we may use a result of Pawlucki [140] which implies that
each semialgebraic set W2 ∪ Sj has the structure of a C1 submanifold of W
(Pawlucki’s result requires that dim(Sj) = dim(W2)+1). Standard transversality
theory implies that Cj is a C1 submanifold with boundary (0, 0) and the result
follows as before. We apply the same argument to all nontrivial isotropy types τ
for which γ(X)(0) ∈ Rτ . �

7.1.3. Symmetry breaking isotropy types. If τ ∈ O?(V,G), then Rτ =
Στ ∩ Rk and rτ = dim(Rτ ) (section 6.15). By lemma 6.15.1, we have

(7.1) k − dτ ≤ rτ ≤ k − 1.

Lemma 7.1.6. For all τ ∈ O?(V,G), A induces a semialgebraic Whitney
stratification Aτ of Rτ . (We assume that Ak = Rk \ Rk−1, see remark 7.1.2.)

Proof. Immediate from theorem 6.10.1 and the definition of A. �

Proposition 7.1.7. (Notation as above.) Let X ∈ KG(V ) and τ ∈ O?(V,G).

(1) The map γ(X) : R→ Rk is transverse to Aτ .
(2) If rτ < k − 1, then Σ(X) contains no branches of isotropy type τ .
(3) If rτ = k − 1 and γ(X)(0) ∈ Rτ , then there is a branch of equilibria of

isotropy type τ in Σ(X).

Proof. Statements (1,2) follow from lemma 7.1.6. For (3), observe that if
γ(X)(0) ∈ Rτ , then γ(X)(0) lies in a codimension 1 stratum of Aτ and theo-
rem 7.1.5 implies that there is a corresponding branch of equilibria of isotropy
type τ in Σ(X). �

Corollary 7.1.8. (Notation as above.) Let τ ∈ O?(V,G).

(1) τ is a symmetry breaking isotropy type if and only if rτ = k − 1.
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(2) τ is generically symmetry breaking if and only if Rτ = Rk−1.

7.1.4. Weak determinacy. Set d = dk (the maximum degree of polynomi-

als in a minimal homogenous set of generators for PG(V, V )). Let P
(d)
G (V, V )0 =

{P ∈ P (d)
G (V, V ) | DP (0) = 0}. Let Π0 : P

(d)
G (V, V )0 → U be the restriction of the

projection Π : PG(V, V ) → PG(V, V )/MPG(V, V ) = U to P
(d)
G (V, V )0. Observe

that Π0 maps P
(d)
G (V, V )0 onto U1

∼= Rk−1 and U1 = P
(d)
G (V, V )0/MPG(V, V ) is

an invariantly defined subspace of U. Define Rw(d) ⊂ P
(d)
G (V, V )0 by

Rw(d) = {P ∈ P (d)
G (V, V )0 | Π0(P ) ∈ Ak−1}.

Since Ak−1 is an open and dense semialgebraic subset of U1, it follows that R(d)

is an open and dense semialgebraic subset of P
(d)
G (V, V )0. We recall that if X ∈

C∞G (V ×R, V ), then Jd(X) ∈ P (d)
G (V, V ) is the degree d Taylor polynomial of X0

at the origin. That is, Jd(X)(x) =
∑d

j=2 D
jX(0)(xj)/j!.

Lemma 7.1.9. We have

KG(V ) = {X ∈ V0 | Jd(X) ∈ Rw(d)}
and so G-equivariant bifurcation problems on (V,G) are weakly dw-determined,
where dw ≤ dk.

Proof. Immediate from the definitions. �

Remarks 7.1.10. (1) A consequence of lemma 7.1.9 is that as far as weak
stability is concerned, we can always assume that Xλ(x) = λx + g(x), where
g = O(‖x‖2) is independent of λ.
(2) If X ∈ KG(V ) then Xa = X + a‖x‖2x ∈ KG(V ) for all a ∈ R. Indeed, we can
add any radial term of order greater than or equal to 3 without changing the weak
stability of X. Consequently, if P 2

G(V, V ) = {0}, we can always choose a � 0
and use methods based on the invariant sphere theorem to classify branching
patterns. Of course, varying a can be expected to change both stabilities and
direction of branching.
(3) If (V,G) is not absolutely irreducible and we just assume that V G = {0}, much
of our analysis continues to apply. In particular, after a change of coordinates,
we can make the generic assumption that at the bifurcation point λ = 0 we
have DX0(0) = 0 ⊕ A : V1 ⊕ V2 → V1 ⊕ V2, where V1 is absolutely irreducible,
DX0(0)|V2 is non-singular. If we let π1 : V → V1 denote the projection on V1, we
may write π1DX0(0)|V1 = η(λ)IV1 , where η is smooth near λ = 0. If we make the
additional generic assumption that η′(0) 6= 0 then, after a smooth local change
of coordinates, we may write

X(x, λ) = (λx1, A(λ)(x2)) + (g1(x, λ), g2(x, λ)),

where x = (x1,x2) ∈ V , A(0) ∈ GL(V2), g1, g2 = O(‖x‖2) and g2(x1, 0, λ) = 0,
for x1, λ in a neighbourhood of (0, 0) ∈ V1 × R. Let V0 denote the set of smooth
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G-equivariant families which are in this normalized form. Just as before, we
define KG(V ) = {X ∈ V0 | X tG 0, at 0 ∈ V }. Using lemma 6.6.9, it is easy
to prove that d-determinacy holds, where d is again the maximal degree of a
minimal homogenous set of generators for PG(V1, V1).
(5) Suppose that (V,G) is absolutely irreducible. A consequence of lemma 7.1.9 is
that as far as the weak stability and determinacy of elements of V0 are concerned,
the structure of the R-algebra G-invariants P (V )G is irrelevant. As we see later,
similar comments hold when we come to consider general compact Lie groups,
relative equilibria and the equivariant Hopf bifurcation. This is one of the main
reasons why we prefer not to work at the orbit space level where the invariants,
of course, play a major role. When we come to analyse stabilities along branches,
invariants enter into stability computations. However, for generic families, we can
always assume that the higher order terms are independent of the parameter λ
and that the coefficient functions fj for X ∈ V0 depend linearly on the elements
of a generating set for the invariants. These observations allow one to make
effective computations for generic families that would be quite intractable if we
simply worked with truncations of the Taylor series. We gave one illustration of
the effectiveness of this approach in our analysis of the Hopf bifurcation using
blowing-up techniques.

7.1.5. Weak stability of equivariant reversible vector fields. Suppose
we are given a pair of representations ρ, σ : G → O(V ) of the (finite) group G.
Let ρV denote V with the action on V determined by ρ. We similarly define σV .
To start with we assume that ρV

G = σV
G = {0}.

We consider G-equivariant vector fields X : ρV → σV . In the simplest case,
we take the same action of G on source and target. This amounts to looking at G-
equivariant vector fields defined on a G-representation. In the case of reversible
equivariant vector fields, we fix an index two subgroup K of G and consider
representations ρ, σ which restrict to the same representation on K but differ by
a sign on G \K. That is, ρ(g) = −σ(g), g ∈ G \K.

Let F = {F1, . . . , Fk} denote a minimal set of homogeneous generators for
the P (ρV )G-module PG(ρV , σV ). Set degree(Fj) = dj and index the Fj so that
1 ≤ d1 ≤ . . . ≤ dk. As we are not assuming that ρV , σV contain any isomorphic
subrepresentations, it is possible that d1 ≥ 2. Let Σ ⊂ ρV × Rk denote the
universal variety.

Let V = C∞G (ρV × R, σV ). If X ∈ V and ρV and σV are inequivalent rep-
resentations, then Xλ has a singular zero at the origin (det(DXλ(0)) = 0) for
all λ ∈ R. Hence every point on the line {0} × R ⊂ ρV × R is a ‘bifurcation
point’ for the family X according to our earlier definition of bifurcation point. In
order to handle this situation, we need to redefine what we mean by bifurcation
point. Roughly speaking, a bifurcation point λ0 will be a value of λ where the
topological type of the germ of Z(Xλ) = X−1

λ (0) at zero changes.
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Let A = {Aj | 0 ≤ j ≤ k} denote the canonical stratification of U ∼= Rk
induced from the minimal Whitney stratification S of the universal variety Σ (A
may not be a union of S strata.) Given X ∈ V0, let γ(X) : R → Rk denote
the coefficient map γ(X)(λ) = (f1(0, λ), f2(0, λ), . . . , fk(0, λ)), where X(x, λ) =
∑k

j=1 fj(x, λ)Fj(x).

Definition 7.1.11. We say that λ is a regular point for the family X ∈ V if
γ(X)(λ) /∈ ∪k−1

j=1Aj. If γ(X)(λ) ∈ ∪k−1
j=1Aj, we refer to λ as a bifurcation point.

Let V0 be the subset of V consisting of families which have a bifurcation point
at λ = 0. Define

KG(ρV , σV ) = {X ∈ V0 | γ(X)(0) ∈ Ak−1 and γ(X) t Ak−1 at 0}.

Lemma 7.1.12. (1) If X ∈ KG(ρV , σV ), then λ = 0 is an isolated bifur-
cation point of X.

(2) KG(ρV , σV ) = {X ∈ V0 | X tG 0 at (0, 0)}.
(3) KG(ρV , σV ) is an open and dense subset of V0.

Proof. If γ(X)(0) ∈ Ak−1 and γ(X) t Ak−1 at 0, then there exists an open
interval I containing 0 ∈ R such that (γ(X)|I)−1(Ak−1) = {0}. Since A is a
Whitney stratification, we may suppose that I is chosen sufficiently small so that
(γ(X)|I)−1(Aj) = ∅, j < k − 1, proving (1). Statements (2,3) follow in the usual
way from theorem 6.10.6 and properties of equivariant transversality. �

An application of the isotopy theorem for equivariant transversality yields the
following stability result.

Lemma 7.1.13. If X ∈ KG(ρV , σV ), we may choose an open neighborhood U
of X in KG(ρV , σV ) such that if {Xt | t ∈ [0, 1]} is any continuous path in U with
X0 = X, there is an open neighborhood W of (0, 0) in ρV ×R and a G-equivariant
isotopy {Kt : W → ρV × R | t ∈ [0, 1]} of (continuous) embeddings satisfying

(a) K0 is the inclusion of W in ρV × R.
(b) Kt(W ∩ Z(X)) = Z(Xt) ∩Kt(W ), all t ∈ [0, 1].

As we did for equivariant vector fields, we may define weak stability and
weak determinacy. Families in KG(ρV , σV ) will be weakly stable and 1-parameter
families of G-equivariant vector fields from ρV to σV will be weakly d-determined,
where d ≤ dk.

We assumed that σV
G = {0}. If σV

G is 1-dimensional, then bifurcation
points for a family X ∈ V are defined exactly as before. In this case if λ is
not a bifurcation point then Xλ(0) 6= 0. If dim(σV

G) > 1, then there are no
bifurcation points in generic 1-parameter families. We can allow for dim(ρV

G) > 0
by considering multiparameter families on a representation ρV

G with ρV
G = {0}.

In this case it is natural to introduce the idea of a distinguished bifurcation
parameter (cf [83]).
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Example 7.1.14. We consider 1-parameter families of reversible equivariant
vector fields between the inequivalent representations ρV , σV of H4 on R4 defined
in examples 6.15.3(6). We recall that a minimal set of homogeneous polynomial
generators for PH4(ρV , σV ) was given by

F1(x1, . . . , x4) = x1x2x3x4(x1, . . . , x4),

F2(x1, . . . , x4) = x1x2x3x4(x3
1, . . . , x

3
4),

F3(x1, . . . , x4) = x1x2x3x4(x5
1, . . . , x

5
4),

F4(x1, . . . , x4) = (x2x3x4, . . . , x1x2x3).

It is straightforward to verify that if A = {A0, . . . , A4} is the canonical stratifi-
cation of R4, then A0 ∪ . . .∪A3 = {t ∈ R4 | t4 = 0} and A3 = {t | t4 = 0, t1 6= 0}.
If X ∈ C∞G (ρV × R, σV ), we may write

X(x, λ) =
4
∑

j=1

fj(x, λ)Fj(x).

Hence λ is a bifurcation point for X if f4(0, λ) = 0. If we suppose that X ∈ V0,
then X ∈ KG(ρV , σV ) if and only if f1(0, 0) 6= 0 and ∂f1

∂λ
(0, 0) 6= 0. In this case

1-parameter families of H4-equivariant vector fields from ρV to σV are weakly
4-determined. We refer to [31] for many more examples and references.

7.2. Jet transversality

In this section we describe some of the main definitions and results of Bier-
stone’s jet transversality theory for equivariant maps [15]. We start by recalling
the theory when there is no symmetry (for details and proofs see [1, 92, 81]).

Let M,N be smooth manifolds and r ∈ N. Let Jr(M,N) denote the bundle
of r-jets from M to N (see chapter 6, section 6.2.1). If f ∈ C∞(M,N), let
jrf : M → Jr(M,N) denote the r-jet extension map.

We recall from chapter 6 the local structure of Jr(M,N). Suppose V,W are
finite dimensional vector spaces. For j ∈ N, let Ljs(V,W ) denote the space of
symmetric j-linear maps from V to W and note that Ljs(V,W ) ≈ P j(V,W ) by
mapping the symmetric j-linear map A to the polynomial P defined by P (x) =
A(x, x, . . . , x)/j! = A(xj)/j! For r ∈ N, we define the jet space Jr(V,W ) =
V ×

∏r
j=0 L

j
s(V,W ). If we let P (r)(V,W )0 denote the vector space of of polynomial

maps from V to W which are of degree r and vanish at the origin of V , then

Jr(V,W ) ≈ V ×W × P (r)(V,W )0 ≈ V × P (r)(V,W ).

If f ∈ C∞(V,W ), then

jrf(x) = (x, f(x), Df(x), . . . , Drf(x)) ∈ Jr(V,W ).

If we view Jr(V,W ) as V × P (r)(V,W ), then jrf(x) = (x, Trf(x)), where Trf(x)
is the Taylor polynomial of degree r for f at x. We often identify Trf(x) with
the r-jet of f at x.
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Theorem 7.2.1 (Thom jet transversality theorem). Let r ∈ N and suppose
that Q is a smooth submanifold of Jr(M,N). Take the Whitney C∞-topology on
C∞(M,N).

(1) {f ∈ C∞(M,N) | jrf t Q} is a dense (residual) subset of C∞(M,N).
(This is also true if we take the C∞-topology on C∞(M,N).)

(2) If Q is closed, {f ∈ C∞(M,N) | jrf t Q} is an open subset of C∞(M,N).
(This is also true if M is compact and we take the C∞-topology on
C∞(M,N).)

7.2.1. An equivariant version of Thom’s jet transversality theorem.
We now review some the basic ideas underlying Bierstone’s generalization of the
jet transversality theorem to equivariant maps. Our main interest will lie with
the jet space Jr(V,W ), where V,W are G-representations. The theory in this
case is a little simpler and it will not be necessary to verify that definitions
are invariant under coordinate changes nor to assume that maps are defined on
proper open subsets of the representation. For this reason we omit many details
and proofs (which can be found in Bierstone’s original paper [15]) and instead
focus on those parts of the theory which suffice for our intended applications to
equivariant bifurcation theory. In particular, we always assume that generators
are homogeneous and defined on representations, rather than on G-invariant open
sets. For our applications we shall mainly be interested in the equivariant jet
transversality theorem for the 1-jet extension map and we generally only give full
details of proofs for this case. Although we present an abbreviated version of the
theory, details will be complete for our intended applications.

The equivariant version of Thom’s transversality theorem is easily formulated.
We require that M,N are smooth G-manifolds. The jet bundle Jr(M,N) then
has the natural structure of a G-manifold. Let Q be a G-invariant submanifold of
Jr(M,N) and consider the set {f ∈ C∞G (M,N) | jrf tG Q}. The whole problem
rests with finding the right definition of tG. It turns out that a simple-minded
extension of our earlier definition of tG to jet spaces does not work.

We now describe the local set up for equivariant transversality. Basically, we
will be describing a factorization of the r-jet extension map jrf : V → Jr(V,W )
through an intermediate space V × RK . We start by assuming that r = 1.

Let V,W be finite-dimensional G-representations. For r ≥ 0, Jr(V,W ) has

the natural structure of a G-representation and Jr(V,W )G ≈ V G × P (r)
G (V,W ).

Let P = {p1, . . . , p`} be a minimal set of homogeneous polynomial generators
for the R-algebra P (V )G and P = (p1, . . . , p`) : V → R` denote the associated
orbit map. Let F = {F1, . . . , Fk} be a minimal set of homogeneous polynomial
generators for the P (V )G-module PG(V,W ).

Let P1(R`,Rk) denote the set of affine linear maps from R` to Rk. Note that

(7.2) P1(R`,Rk) ≈ Rk ⊕ L(R`,Rk).
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We represent elements t1 ∈ L(R`,Rk) as a k-tuple (t1
1, . . . , t

1
k), where each com-

ponent t1
i = [t1ij] is a linear map of R` onto the ith component of Rk.

Every f ∈ C∞G (V,W ) may be written

f(x) =
k
∑

i=1

gi(P (x))Fi(x),

where each coefficient gi ∈ C∞(V )G. (Using remark 6.6.14 we may require that
the coefficients gi depend continuously on f , C∞-topology – however, we will not
need this result).

We define H1 = HP,F1 (f) : R` → P1(R`,Rk) by

H1(s) = (g1(s), . . . , gk(s);Dg1(s), . . . , Dgk(s)), (s ∈ R`).

Let U1 = UF ,P1 : V ×P1(R`,Rk)→ J1(V,W ) be the map defined by

U1(x, t) =

(

x,
k
∑

i=1

t0iFi(x),
k
∑

i=1

[t1
iDP (x)Fi(x) + t0iDFi(x)]

)

,

where t = (t0, t1) = (t01, . . . , t
0
k; t

1
1, . . . , t

1
k) ∈ P1(R`,Rk). Note that t1

iDP (x) is
the composition of DP (x) : V → R` with the linear functional t1

i : R` → R.
Consequently, for fixed x, each term t1

iDP (x)Fi(x) defines a linear map from V
to W .

Lemma 7.2.2. With the previous notation, we have

j1f = U1 ◦ (I,H1 ◦ P ).

Proof. The results follows on differentiating f(x) =
∑k

j=1 gj(P (x))Fj(x)
and applying the chain rule and the definitions of H1 and U1. �

Now suppose r > 1. Define Pr(R`,Rk) = Rk ⊕ ⊕rj=1L
j
s(R`,Rk). Given

f =
∑

gj ◦ P Fj ∈ C∞G (V,W ), we define Hr = HP,Fr (f) : R` → Pr(R`,Rk)
by Hr(s) = (g1(s), . . . , Djgi(s), . . . , D

rgk(s)), s ∈ R`. We may define a map
Ur : V ×Pr(R`,Rk)→ Jr(V,W ), linear in Pr(R`,Rk)-variables and independent
of f , so that jrf = Ur ◦ (I,Hr ◦ P ). The explicit definition of Ur depends on
the rather complicated expression for the rth derivative of a composite of vec-
tor valued functions (Faá di Bruno’s formula). More specifically, Ur is obtained

by differentiating the expression f(x) =
∑k

j=1 gj(P (x))Fj(x) r-times and every-
where replacing derivatives of the gj by the appropriate dummy variable from
Pr(R`,Rk). We refer to [15] or [51, §3] for details on the explicit form of Ur.

Exercise 7.2.3. Find the expression for U2.
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Let Q be a G-invariant closed semialgebraic3 subset of Jr(V,W ). Set Λ =
U−1
r (Q) ⊂ V ×Pr(R`,Rk). Since Ur is a polynomial, Λ is a closed semialgebraic

set. Give Λ the canonical Whitney regular stratification.

Definition 7.2.4 ([15, Proposition 7.4]). (Notation as above.) Let f ∈
C∞G (V,W ). The jet extension map jrf : V → Jr(V,W ) is in equivariant general
position to Q on A ⊂ V if (I,Hr ◦P ) : V → V ×Pr(R`,Rk) is transverse to Λ on
A. In the sequel, we say that jrf is G-transverse to Q on A and write “jrf tG Q
on A”.

The next result is a special case of Bierstone’s jet transversality theorem.

Theorem 7.2.5 (Bierstone [15]). Let Q be a G-invariant closed semialgebraic
subset4 of Jr(V,W ) and A be a closed G-invariant subset of V .

(1) The definition of jrf tG Q on A is well-defined and independent of
choices of generating sets p1, . . . , p`, F1, . . . , Fk and representation of f
in terms of polynomial invariants and equivariants.

(2) {f ∈ C∞G (V,W ) | jrf tG Q on A} is an open and dense subset of
C∞G (V,W ) (Whitney C∞-topology).

(3) (Isotopy theorem) There exists an open neighbourhood U of f in C∞G (V,W )
such that if g ∈ U , then (a) jrg tG Q on A, and (b) (jrg)−1(Q) is con-
tinuously equivariantly isotopic to (jrf)−1(Q).

Remarks 7.2.6. (1) A proof of theorem 7.2.5 is in [15]. It is also possible –
and useful – to develop a proof along the lines of our exposition of equivariant
transversality in Chapter 6. We develop some of the necessary local theory in
subsequent sections.
(2) Openness of G-transversality holds: if jrf tG Q at 0 ∈ V , then there is an
open neighbourhood U of 0 such that jrf tGy Q, for all y ∈ U .

Example 7.2.7. Let H(V ) ⊂ L(V, V ) be the space of hyperbolic linear maps
(A ∈ H(V ) if and only if all eigenvalues of A have real part non-zero). Define

Z1 = Z1(V ) = {(x, 0, A) ∈ J1(V, V ) = V × V × L(V, V ) | A /∈ H(V )}.
Clearly Z1 is a closed, nowhere dense, semialgebraic subset of J1(V, V ). Let G
be a finite group and (V,G) be a G-representation. Suppose X ∈ C∞G (V, V ) and
regard X as a smooth G-equivariant vector field on V . The following conditions
are equivalent.

(1) All equilibria of X are hyperbolic.
(2) j1X(V ) ∩ Z1 = ∅.

3Semianalytic will work just as well here. However, unless we can prove the existence of a
canonical Whitney regular stratification, we cannot allow Q to be a general closed G-invariant
submanifold.

4In [15] it is required that Q is a submanifold – for our context, this is an unnecessary
restriction



7.2. JET TRANSVERSALITY 225

(3) j1X tG Z1 on V .

It is obvious that (1)⇐⇒ (2) =⇒ (3). It remains to prove (3) =⇒ (2). While it
is possible to prove this directly from the definition of equivariant transversality,
it is easier to infer the result using the isotopy theorem. Suppose that j1X tG
Z1. We have U−1(Z1) ⊂ Σ × L(R`,Rk), where Σ ⊂ V × Rk is the universal
variety. Suppose first that (I,H ◦ P )(x) ∈ (Σ × L(R`,Rk)) \ U−1(Z1). Then
x is a hyperbolic equilibrium of X and so j1X(x) /∈ Z1. On the other hand if
(I,H ◦ P )(x) ∈ U−1(Z1) then since (I,H ◦ P ) t U−1(Z1), it is automatic that
(I,H◦P ) t Σ×L(R`,Rk) at x. That is, j1X tG Z1 on V implies that (I,H◦P ) t
Σ× L(R`,Rk) on V . Since the codimension of Σ× L(R`,Rk) in V ×P1(R`,Rk)
is equal to dim(V ), it follows that the equilibria of X are isolated. Suppose that
X(x0) = 0. If DX(x0) /∈ H(V ), it follows that (x0, 0, DX(x0)) ∈ Z1. We can
make a C∞ small perturbation X̄ of X supported on a neighbourhood D of x0

disjoint from the remaining equilibria of X so that (a) the only zero of X̄ on D
is x0, and (b) DX̄(x0) ∈ H(V ). Applying this argument at every non-hyperbolic
zero of X, we can find arbitrarily C∞-small perturbations X̄ of X such that X̄ has
the same equilibria as X and all equilibria of X̄ are hyperbolic. It follows from
the isotopy theorem that every equilibrium of X must be hyperbolic (otherwise
(j1X)−1(Z1) 6= ∅ but (j1X̄)−1(Z1) = ∅ for X̄ arbitrarily close to X).

Remark 7.2.8. The argument of example 7.2.7 implies that the codimension
of U−1(Z1) in V ×P1(R`,Rk) is at least dim(V ) + 1 (we emphasize G is finite).
We give a more formal proof shortly.

7.2.2. Invariance lemmas. If we ignore questions about the invariance of
the jet transversality definition – that is, the dependence of the definition on
the choices of generators P and F – then the main issues involved in proving
theorem 7.2.5 are as follows. In order to prove density, we would like to apply
standard results on density of smooth mappings transverse to a Whitney stratified
set. The problem here – just as in the case of G-transversality – is that the
map Hr(f) is G-invariant. This difficulty is easily overcome along either the lines
described in Bierstone [14, 15] or by using the method described in chapter 6 and
reformulating equivariant transversality in terms of transversality of a (general)
smooth map to a stratification of the parameter space Pr(R`,Rk), We describe
the second approach later in the chapter. In order to prove openness, we first need
to give a general definition of equivariant jet transversality for G-manifolds. This
is standard and done in terms of slices and local charts (we need the submanifold
Q ⊂ Jr(M,N) to define an analytic subset of the local model so that we can apply
Mather’s results on minimal stratifications). Next we need to prove openness of
the definition and show that if jrf tG Q at 0 ∈ V , then jrf tGy Q for all y in
some open neighbourhood of 0. It is then easy to prove the openness statement
of theorem 7.2.5. In this section we describe two of the basic invariance results.
Using these results we can make our exposition relatively self-contained.
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Lemma 7.2.9. [15, Lemma 5.2] Let (V,G), (W,G) be representations. Sup-
pose that P = {p1, . . . , p`} and Q = {q1, . . . , q`′} are minimal sets of homogeneous
generators for P (V )G and let P , Q denote the corresponding orbit maps. Then

(1) ` = `′ and if we label the elements of P,Q in ascending order of degree
(so that deg(pi) ≤ deg(pi+1)), then deg(pi) = deg(qi) = ei, 1 ≤ i ≤ `.

(2) There is a polynomial automorphism φ : R` → R` such that P = φ ◦Q.
(3) For all k ∈ N, φ induces a G-equivariant polynomial automorphism Φr

of V × Pr(R`,Rk) such that UP,Fr = UQ,Fr ◦ Φr, where F is a set of
polynomial generators for PG(V,W ).

Proof. (1) This is elementary and uses the homogeneity of the generators.
(2) Denote coordinates on R` by (y1, . . . , y`). For 1 ≤ j ≤ `, we may choose
polynomials φj : R` → R such that qj = φj(p1, . . . , pk). Further, we may require
that each φj is weighted homogeneous of degree ej, where the yi-coordinate of
φj is given weight ei. Let φ = (φ1, . . . , φ`) : R` → R`. Obviously, P = φ ◦ Q.
Group coordinates according to weight so that (y1, . . . , y`) = (y1, . . . ,ys), where
yj = (yij+1, . . . , ykj) and eij+1 = . . . = eikj = ej. Write φ = (φ1, . . . ,φs). Then

we have φj(y1, . . . ,ys) = Aj(yj) +P j(y1, . . . ,yj−1), where P j is a weighted ho-
mogeneous of degree ej and Aj ∈ GL(kj−ij,R). It follows that φ is a polynomial
automorphism of R`.
(3) We assume r = 1 and refer to [15] for the general case. We define the
polynomial automorphism Φ1 of V ×P1(R`,Rk) by

Φ1(x, t0, t1) = (x, t0, t1Dφ(Q(x))).

We leave it to the reader to verify that UP,F1 = UQ,F1 ◦Φ1. �

Exercise 7.2.10. Prove (3) of lemma 7.2.9 in case r = 2.

Lemma 7.2.11. [15, Lemma 5.4] Let F = {F1, . . . , Fk} and G = {G1, . . . , Gk}
be minimal sets of homogeneous generators for the P (V )G-module PG(V,W ). Let
P be a minimal set of homogeneous generators for the R-algebra P (V )G. For r ≥
0, there exists a G-equivariant polynomial automorphism Ar of V × Pr(R`,Rk)
such that UP,Fr = UP,Gr ◦Ar.

Proof. The case r = 0 is lemma 6.7.4. We prove the case r = 1 and
refer the reader to [15] for the general case. As in the proof of lemma 6.7.4,

we may choose pij ∈ P (V )G such that Fi =
∑k

i=1 pijGj, i = 1, . . . , k, where
P = [pij] is invertible on V with P−1 having polynomial entries. Since P is a
set of homogeneous generators for P (V )G, we may choose λij ∈ P (R`) so that
pij = λji ◦ P , 1 ≤ i, j ≤ k. Set Λ = [λij]. Define

A1(x, t0, t1) = (x,Λ(P (x))(t0),Λ(P (x))(t1) + dΛ(P (x))(t0)),

where the k × `-matrix dΛ(P (x))(t0) has ith row equal to
∑k

j=1 t
0
jDλij(P (x)).

We leave it to the reader to verify that A1 has the claimed properties. �
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Exercise 7.2.12. Prove lemma 7.2.11 in case r = 2 (this is combination of
the Faá di Bruno and Leibniz formulas).

The next result, which is immediate from lemmas 7.2.9, 7.2.11, shows that
equivariant jet transversality is well-defined – at least if we restrict attention to
minimal sets of homogeneous generators.

Proposition 7.2.13. Let (V,G), (W,G) be G-representations. Let r ∈ N and
suppose Q is a closed G-invariant semialgebraic subset of Jr(V,W ). Let P,Q be
minimal sets of homogeneous generators for the R-algebra P (V )G and F , G be
minimal sets of homogeneous generators for the P (V )G-module PG(V,W ). Let
A be a G-invariant subset of V . The map (I,HP,Fr ) : V → V × Pr(Rk,R`) is
transverse to the canonical stratification of (UP,Fr )−1(Q) if and only if (I,HQ,Gr ) :
V → V ×Pr(Rk,R`) is transverse to the canonical stratification of (UQ,Gr )−1(Q).

Remark 7.2.14. Using a similar technique to that used to prove the jet
transversality theorem of Thom, one may show that if Q is a closed G-invariant
semialgebraic subset of Jr(V,W ), and A is a closed subset of V G, then {f ∈
C∞G (V,W ) | jrf tG Q on A} is an open and dense subset of C∞G (V,W ) (Whitney
C∞-topology). We refer to [15, section 9] for details. In the next section, we prove
this using Thom’s jet transversality theorem. This partial result will suffice for
our applications to equivariant bifurcation theory.

7.3. Equivariant jet transversality for families

In this section we formulate equivariant jet transversality so that it is ap-
plicable to smooth equivariant families ft : V → W , t ∈ Rs. In particular, we
will be looking at submanifolds Q of Jr(V ×Rs,W ) that are independent of the
Rs coordinate and so may be regarded as submanifolds of Jr(V,W ) rather than
Jr(V × Rs,W ).

As our main interest lies in the analysis of codimension one equivariant bi-
furcations, we shall assume that V G = {0} and, where necessary, that (V,G) is
irreducible.

Fix minimal homogeneous sets of generators P = {p1, . . . , p`} for P (V )G and
F = {F1, . . . , Fk} for PG(V,W ).

Let r ≥ 0. For s ≥ 0, there is a natural projection map πr : Jr(V ×Rs,W )→
Jr(V,W ) defined by restriction (if A ∈ Lqs(V × Rs,W ), r ≥ q ≥ 0, then πr(A) ∈
Lqs(V,W ) is the map defined by πr(A)(vq) = A((v, 0)q)).

Let jr1f : V × Rs → Jr(V,W ) be defined by

jr1f(x,λ) = jrfλ(x), (x,λ) ∈ V × Rs.

For all f ∈ C∞G (V × Rs,W ), we have

πr ◦ jrf = jr1f.
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We may factorize jr1f : V × Rs → Jr(V,W ) as jr1f = Ũr ◦ (Ĩ , H̃r), where

Ĩ : V × Rs → V, (x,λ) 7→ x,

H̃r : V × Rs → Pr(R`,Rk),
Ũr : V ×Pr(R`,Rk) → Jr(V,W ).

Just as for Ur, the definition of Ũr depends on the chain rule. We give the explicit
formulas only for r = 1.

H̃r(x,λ) = ((g1(Px,λ), . . . , gk(Px,λ)), (Dg1,λ(Px), . . . , Dgk,λ(Px))),

Ũr(x,λ, t
0, t1) = (x,

k
∑

i=1

t0iFi(x),
k
∑

i=1

[t1
iDP (x)Fi(x) + t0iDFi(x)]).

Definition 7.3.1. Let Q be a closed G-invariant semialgebraic subset of
Jr(V,W ) and A be a closed subset of V ×Rs. Given f ∈ C∞G (V ×Rs,W ), we say

jr1f is G-transverse to Q on A if (I, H̃r) is transverse to the canonical stratification
of Ũ−1

r (Q) along A. We write this jr1f tG Q (along A).

As an immediate consequence of our definitions and constructions we have

Lemma 7.3.2. Let Q be a closed G-invariant semialgebraic subset of Jr(V,W ),
A be a closed subset of V × Rs, and f ∈ C∞G (V × Rs,W ). Then jr1f tG Q on A
if and only if jrf tG π−1

r (Q) on A.

Given f ∈ C∞G (V × Rs,W ), define γP,Fr (f) = γr(f) : Rs → Pr(R`,Rk) by

γr(f)(λ) = H̃r(f)(0,λ), (λ ∈ Rs).
Note that if f =

∑

giP Fi, then γr(f)(λ) is the r-jet (in R`-variables) at u = 0 of
the map gλ(u) = (g1(u,λ), . . . , gk(u,λ)). In particular, there are no symmetry
constraints on the values taken by γr(f).

Let Q be a closed G-invariant semialgebraic subset of Jr(V,W ). By theo-
rem 6.10.1, the canonical stratification of Ũ−1

r (Q) (or U−1
r (Q)) induces a Whitney

regular stratification AP,Fr (Q) = Ar(Q) of Ũ−1
r (Q)G ⊂ Pr(Rk,R`). We extend

Ar(Q) to a Whitney stratification of Pr(Rk,R`) by taking the top dimensional
stratum to to be Pr(Rk,R`) \ Ũ−1

r (Q)G.

Proposition 7.3.3. Let Q be a closed G-invariant semialgebraic subset of
Jr(V,W ), A be a closed subset of Rs ⊂ V × Rs, and f ∈ C∞G (V × Rs,W ). Then
jrf tG π−1

r (Q) on A if and only if γr(f) t Ar(Q) on A.

Proof. By definition of Ar(Q), γr(f) t Ar(Q) on A if and only if H̃r(f) t
Ũ−1
r (Q) on A. Now use lemma 7.3.2. �

Corollary 7.3.4. Let Q be a closed G-invariant semialgebraic subset of
Jr(V,W ), and A be a closed subset of Rs ⊂ V × Rs. Then {f ∈ C∞G (V ×
Rs,W ) | jrf tG π−1

r (Q) on A} is an open dense subset of C∞G (V ×Rs,W ) (Whit-
ney C∞-topology).
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Proof. We obtain density by applying the Thom jet transversality theorem
to the r-jet extension map jrgλ along A. For openness, we start by noting that
since Ar(Q) is a Whitney stratification of a closed subset of Pr(R`,Rk), the set
of (g1, . . . , gk) ∈ C∞(R`×Rs)k for which jrgλ t Ar(Q) along A is open. But the
map C∞(R` × Rs)k → C∞G (V × Rs,W ), (g1, . . . , gk) 7→

∑

giP Fi is open by the
Open Mapping Theorem (see the proof of lemma 6.6.11). This ‘local’ result in
the C∞-topology implies openness in the Whitney C∞-topology. �

Proposition 7.3.3 and corollary 7.3.4 suffice for our applications to equivariant
bifurcation theory.

7.3.1. Intrinsic formulation of jet transversality. In the remainder of
this section we briefly sketch how we can formulate the definitions for equivariant
jet transversality in a more intrinsic way so as to parallel what we did in chapter 6
for equivariant transversality. We will not use any of these results in the sequel.

Let M = {p ∈ P (V )G | p(0) = 0}. For r ≥ 0, let Mr+1 C P (V )G be the ideal
generated by all r + 1-fold products of elements in M. We similarly define the
ideal Mr+1

∞ C C∞(V )G.

Lemma 7.3.5. Let r ≥ 0 and set Ur = PG(V,W )/Mr+1PG(V,W ).

(1) C∞G (V,W )/Mr+1
∞ C∞G (V,W ) ≈ Ur (as vector spaces).

(2) A choice of minimal sets of homogeneous generators F for PG(V,W ) and
P for P (V )G determines a vector space surjection

χF ,Pr : Pr(R`,Rk)→ Ur.

χF ,Pr is a linear isomorphism if r = 0.

Proof. Since PG(V,W ) ⊂ C∞G (V,W ), there is a natural homomorphism
of PG(V,W ) in C∞G (V,W )/Mr+1

∞ C∞G (V,W ). If P ∈ P d
G(V,W ) maps to zero in

C∞G (V,W )/Mr+1
∞ C∞G (V,W ) then P ∈ Mr+1PG(V,W ). Hence the natural map

PG(V,W )/Mr+1PG(V,W ) → C∞G (V,W )/Mr+1
∞ C∞G (V,W ) is injective. Surjec-

tivity follows from Schwarz’s theorem, proving (1). If t = (c, (A1, . . . ,Ar)) ∈
Rk ⊕⊕ri=1L

i
s(R`,Rk), we define

χ̂F ,Pr (t) =
∑

j

(cj +
∑

i

Ai
j ◦ P )Fj ∈ PG(V,W ),

Quotienting by Mr+1PG(V,W ), we see that χ̂F ,Pr determines the required surjec-
tion χF ,Pr : Pr(R`,Rk) → Ur. It follows from lemma 6.6.5 that if r = 0, then
χF ,Pr is a linear isomorphism. �

Remark 7.3.6. In general χF ,Pr will not be a linear isomorphism if r > 0.
However, if (V,G) is the standard representation of a finite reflection group,
then there are no relations in P. If there are no relations in F (for example,
if (W,G) = (V,G) and (V,G) is a finite reflection group), then χF ,Pr is linear
isomorphism for all r ≥ 0.
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Let Πr : C∞G (V,W )→ Ur be the projection map given by Lemma 7.3.5. Given
s ≥ 0, define Πr : C∞G (V × Rs,W )→ C∞(Rs,Ur) by Πr(f)(t) = Πr(ft), t ∈ Rs.

Lemma 7.3.7. The map Πr : C∞G (V × Rs,W ) → C∞(Rs,Ur) is continuous
with respect to the C∞-topologies on C∞G (V × Rs,W ) and C∞(Rs,Ur).

Proof. After choosing generating sets F ,P, the result may be proved along
the lines of lemma 6.6.11. Alternatively, we can use results on the existence of
continuous linear sections (see remark 6.6.14). �

Assume now that V G = {0}. Let Q be a closed G-invariant semialgebraic
subset of Jr(V,W ). Give Ũ−1

r (Q) ⊂ V × Pr(R`,Rk) the canonical stratification
and let Ar(Q) denote the induced stratification of Ũ−1

r (Q)G ⊂ Pr(R`,Rk). Set
Λr(Q) = χF ,Pr (Ũ−1

r (Q)G).

Lemma 7.3.8. Let A?r(Q) = χF ,Pr (Ar(Q)). Then A?r(Q) is a well-defined
Whitney stratification of Λr(Q) which is independent of the choice of generating
sets F ,P. If A ⊂ Rs and f ∈ C∞G (V × Rs,W ) then jrf tG Q along A if and
only if Πr(f) t A?r(Q) along A.

Proof. We indicate the proof in case r = 1. Let Θ ⊂ L(R`,Rk) be the linear
subspace consisting of all matrices θ = [θij] such that

k
∑

i=1

∑̀

j=1

θijpjFi = 0 (in PG(V,W )).

(Of course, Θ may just consist of the zero matrix in which case χ1 is a linear
isomorphism.) If θ ∈ Θ, we define the G-equivariant polynomial automorphism
K(θ) of V ×P1(R`,Rk) by

K(θ)(x, t0, t1) = (x,K0(x, t0,θ), K1(x, t1,θ)),

where

K0(x, t0,θ)i = t0i +
∑̀

j=1

θijpj(x),

K1(x, t1,θ)ij = t1ij + θij.

For all θ ∈ Θ, Ũ1 ◦K(θ) = Ũ1. It follows that K(θ)(Ũ−1
1 (Q)) = Ũ−1

1 (Q). Hence
A?1(Q) is a well-defined Whitney stratification of Λ1(Q). The independence of
A?1(Q) from the choice of generating sets follows from proposition 7.2.13. �

7.4. Stability and determinacy

Throughout this section we assume that (V,G) is an absolutely irreducible
G-representation of the finite group G. Let V0 = V0(V,G) ⊂ C∞G (V × R, V )
denote the space of normalized 1-parameter families of vector fields on V . We
recall some notation and definitions from example 7.2.7. Let H(V ) denote the
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open dense semialgebraic subset of L(V, V ) consisting of hyperbolic linear maps
and define

Z1 = {(x, 0, A) ∈ J1(V, V ) | A /∈ H(V )}.

Then Σ1 = U−1
1 (Z1) is a closed G-invariant semialgebraic subset of V ×P1(R`,Rk)

and codim(Σ1) ≥ dim(V ) + 1 (remark 7.2.8 and below).
We define

K1
G(V ) = {X ∈ KG(V ) | j1

1X tG Z1 at (0, 0) ∈ V × R}
= {X ∈ V0(V,G) | j0X = X tG 0, j1

1X tG Z1 at (0, 0) ∈ V × R}.

Lemma 7.4.1. (1) K1
G(V ) is an open and dense subset of V0(V,G).

(2) If X ∈ K1
G(V ), then X satisfies the branching conditions (B1, B2, B3).

Proof. (1) is immediate from the equivariant jet transversality theorem –
corollary 7.3.4 suffices. (2) Since X ∈ KG(V ), X satisfies (B1), theorem 7.1.5(2).
Since j1

1X tG Z1 at (0, 0), we may use either example 7.2.7 or codim(Σ1) ≥
dim(V )+1 to deduce that that (0, 0) ∈ V ×R is an isolated point of (j1

1X)−1(Z1).
Hence X satisfies (B2,B3). �

Theorem 7.4.2. K1
G(V ) ⊂ S(V,G) (stable families). In particular, S(V,G)

is an open and dense subset of V0(V,G).

Proof. Suppose that X ∈ K1
G(V ). Since X ∈ KG(V ), we can choose an open

neighbourhood U of X in KG(V ) such that if Y ∈ U , then (a) Y has a branching
pattern Σ(Y ), and (b) there is a continuous path in U joining Y to X. In
particular, X and Y have isomorphic branching patterns by the isotopy theorem.
Since K1

G(V ) is open, we may suppose U ⊂ K1
G(V ). Hence, by lemma 7.4.1, every

Y ∈ U has a signed indexed branching pattern Σ?(Y ). Since we can connect Y to
X by a continuous path in U , lemma 7.4.1 implies that X and Y have isomorphic
signed indexed branching patterns and so K1

G(V ) ⊂ S(V,G). �
Let dV be the maximum degree of the polynomials in a minimal set of homoge-

neous generators for PG(V, V ) and eV be the maximum degree of the polynomials
in a minimal set of homogeneous generators for P (V )G. Set DV = dV + eV and
note that dV , eV and DV depend only on the isomorphism class of the represen-
tation G (and not on the choice of generating sets).

Theorem 7.4.3. Equivariant bifurcation problems on (V,G) are d-determined,
where d ≤ DV .

Proof. We already know that G-equivariant bifurcation problems on (V,G)
are weakly d-determined, where d ≤ dV (lemma 7.1.9). Fix minimal sets F
and P of homogeneous generators for PG(V, V ) and P (V )G respectively. By

proposition 7.3.3, X ∈ K1
G(V ) if and only if X ∈ KG(V ) and γ1(X) t AP,F1 at

0 ∈ R, where AP,F1 is the Whitney stratification of ΣG
1 = Ũ−1

1 (Z1)G ⊂ P1(R`,Rk)
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induced from the canonical stratification of Σ1 = Ũ−1
1 (Z1). We may write

X(x, λ) =
k
∑

j=1

(cj +
∑̀

i=1

cjipi(x))Fj(x).

where cj ∈ C∞(R), cji ∈ C∞(V × R)G. Since X ∈ KG(V ), c1(0) = 0 and
(c2, . . . , ck)(0) ∈ Ak−1, where Ak−1 is the codimension 1 stratum of the stratifica-
tion of Rk induced from the canonical stratification of Σ. Let B ⊂ P1(R`,Rk) de-

note the codimension 1 stratum of the stratification AP,F1 . Since γ1(X)(0) ∈ ΣG
1 ,

we have γ1(X) t AP,F1 at 0 if and only if (c2(0), . . . , ck(0), (cij(0, 0))) ∈ B. That
is, X ∈ K1

G(V ) if and only if (c2, . . . , ck)(0) ∈ Ak−1 and (c2(0), . . . , ck(0), (cij(0, 0))) ∈
B. These are open and dense conditions on the DV -jet of X0 at 0. More formally,

let P
(DV )
G (V, V )0 denote the subspace of P

(DV )
G (V, V ) consisting of polynomials P

such that DP (0) = 0. We defineR(DV ) ⊂ P
(DV )
G (V, V )0 to consist of polynomials

P such that

P (x) =
k
∑

j=2

cjFj(x) +
k
∑

j=1

∑̀

i=1

cjipi(x)Fj(x) +Q(x),

where (c2, . . . , ck) ∈ Ak−1, (c2, . . . , ck, (cij(0))) ∈ B, and Q ∈ m2PG(V,W ).

Clearly R(DV ) defines an open and dense set of P
(DV )
G (V, V )0. If X ∈ V0 then

X is stable if jDVX0(0) ∈ R(DV ). Hence equivariant bifurcation problems on
(V,G) are d-determined, where d ≤ DV . �

7.4.1. A reformulation of the stability criterion. It is natural to ask
whether j1

1X tG Z1 at (0, 0) ∈ V × R implies that X ∈ KG(V ). This is cer-
tainly the case when there is no assumption of G-equivariance. In [60, 57] we
approached the proof of theorem 7.4.3 slightly differently. Rather than work with
the twin conditions X tG 0 at (0, 0) ∈ V ×R and j1

1X tG Z1 at (0, 0) ∈ V ×R, we
defined a new Whitney stratification Q? of Σ× L(R`,Rk) ⊂ V ×P1(R`,Rk) and
corresponding induced stratification A?1 of P1(R`,Rk) such that (a) ΣG

1 is a union
of Q?-strata and (b) the transversality of γ1(X) to A?1 implies that X ∈ KG(V ).
As this approach sheds some light on the structure of Σ1, we recall the main ideas
(this section is not used elsewhere in the book).

If τ ∈ O(V,G), Στ is a k-dimensional submanifold of V × Rk (lemma 6.9.4).
A point ξ ∈ Στ ⊂ Σ is singular if ξ ∈ Ση for some η 6= τ . Otherwise ξ is regular.
Let Σr denote the set of all regular points of Σ and Σs = Σ \ Σr denote the set
of singular points.

Lemma 7.4.4. (1) Σs × L(R`,Rk) ⊂ Σ1.
(2) Σ1 = Σs × L(R`,Rk) ∪Υ1, where Υ1 = {(x, t0, t1) ∈ Z1 | (x, t0) ∈ Σr}.

In particular, if X =
∑k

i=1 fiFi, where fi ∈ C∞(V )G, 1 ≤ i ≤ k, and
(x, (f1(x), . . . , fk(x))) ∈ Σs, then j1X(x) ∈ Z1.
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Proof. Let ((x0, t
0
0), [aij]) ∈ Σs × L(R`,Rk). Define J : V × Rk → V by

J(x, t) =
k
∑

i=1

(ti +
∑̀

j=1

aij(pj(x)− pj(x0))Fi(x),

and define F ∈ C∞G (V, V ) by F (x) = J(x, t0
0). Since F (x0) = 0 and D1J(x0, t

0
0) =

DF (x0), we see that if DF (x0) is nonsingular then (x0, t
0
0) is a regular point of

J−1(0). Now ϑ = J ◦A, where A is the G-equivariant diffeomorphism of V ×Rk
defined by

A(x, t) = (x, (t1 −
∑̀

j=1

a1j(pj(x)− pj(x0)), . . . ,
∑̀

j=1

akj(pj(x)− pj(x0))).

Since A(x0, t
0
0) = (x0, t

0
0), it follows that if (x0, t

0
0) is a regular point of J−1(0) then

(x0, t
0
0) ∈ Σr. This contradicts our assumption that (x0, t

0) ∈ Σs and so DF (x0)
must be singular proving that Σs × L(R`,Rk) ⊂ Σ1. Notice that this argument
shows that if X ∈ C∞G (V, V ) and ΓX(x0) ∈ Σs then DX(x0) is singular. �

Lemma 7.4.5. (Notation as in lemma 7.4.4.)

(1) ∂Υ1 ⊂ Σs × L(R`,Rk) and dim(∂Υ1) ≤ k + k`− 2.
(2) dim(Σs × L(R`,Rk)) ≤ k + k`− 1.
(3) The canonical stratification of Σ1 restricts to the canonical stratification

of Υ1.

Proof. (1) Since Υ1 = Σ1 ∩ (Σr × L(R`,Rk)) and Σ1 is closed, ∂Υ1 ⊂ Σs ×
L(R`,Rk). Since Υ1 is semialgebraic of dimension k+k`−1, dim(∂Υ1) ≤ k+k`−2.
(2) follows since dim(Σs) ≤ k − 1 and (3) is implied by (1) since Σs × L(R`,Rk)
is a closed subset of Σ1. �

Corollary 7.4.6. Let X ∈ K1
G(V ). Then there exists a neighbourhood U of

(0, 0) ∈ V ×R such that for all nonzero (x, λ) ∈ U such that Xλ(x) = 0, DXλ(x)
is nonsingular.

Proof. If X ∈ K1
G(V ), then j1

1X t Z1 at (0, 0). Since (0, H̃1(0, 0)) ∈ Σs ×
L(R`,Rk), lemma 7.4.5 (1,2) implies that we can choose a neighbourhood U of
(0, 0) ∈ V × R such that (a) H1(x, λ) /∈ Υ1, all (x, λ) ∈ U and (b) H1(x, λ) ∈
Σs × L(R`,Rk) if and only if (x, λ) = (0, 0). �

Proposition 7.4.7. There exists a Whitney regular stratification K of Σ ×
L(R`,Rk) ⊂ V ×P1(R`,Rk) such that

K1
G(V ) = {X ∈ V0(V,G) | (I, H̃1(X)) t K at (0, 0) ∈ V × R}.

If we let A?1 denote the induced stratification of P1(R`,Rk) then for all X ∈
V0(V,G), X ∈ K1

G(V ) if and only if γ1(X) t A?1 at 0 ∈ R.
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Proof. By lemma 7.4.4, Σ1 is the disjoint union of Σs × L(R`,Rk) and Υ1.
Give Σ1 the canonical stratification C. Applying lemma 7.4.5, we see that the
canonical stratification of Υ1 is a union of strata from C. In what follows we will
not change any of the strata comprising Υ1. Set Σ0 = Σ×L(R`,Rk). Then Σ1 ⊂
Σ0 and dim(Σ0) = m, where m = k+ k`. We define Km = Σr ×L(R`,Rk) \ ∂Υ1.
This will be the top dimensional stratum of our new stratification of Σ0. Observe
that since dim(Υ1) = m− 1, dim(∂Υ1) ≤ m− 2 and so dim(Km) = m. Since Km

is an open subset of Σr × L(R`,Rk), every point of Km is regular. We now carry
out the procedure for the canonical stratification of Σ0 subject to Km being the
top-dimensional stratum. Observe that no strata in Υ1 lie in the boundary of Km.
Let Σrs denote the set of regular points in the singular set Σs. If dim(Σs) < k−1,
we take Km−1 to be the union of the (m−1)-dimensional strata in Υ1. Otherwise,
we excise from Tm−1 = (Σrs×L(R`,Rk)) \ ∂Υ1 the closure of the set of all points
where Whitney regularity fails for the pair (Tm−1, Ym). Adding in the m − 1-
dimensional strata from Υ1, we thereby construct Km−1. The process continues
using the obvious induction – the method is the same as that used to construct
the canonical stratification. �

Remark 7.4.8. If (Σrs,Σr) satisfies the Whitney regularity conditions (or if
the points where (b)-regularity fails lie in ∂Υ1), then Km−1 = Tm−1. In this case
that if j1

1X tG Z1 then we automatically have X tG 0 at (0, 0) (this is always
the case for non-equivariant maps). Unfortunately, we do not know the extent
to which we can expect to see points in the primary stratification of Σ where
(b)-regularity fails. We know of no examples where the primary and canonical
stratifications differ. However, this cannot be regarded as serious evidence for the
two stratifications to coincide. Most of the examples we have are determined by
either the homogeneous quadratic or cubic terms. This is typically not the case
for say the higher degree irreducible representations of SO(3) but then we have
no reasonable way of computing the universal variety let alone verifying Whitney
regularity. In a similar vein, solution branches are necessarily C1 (branching
condition B1) but we have no examples where solution branches fail to be smooth
C∞. Note that even if (local) connected strata pairs (U, V ) in the canonical
stratification of Σ are analytically locally trivial, it does not follow without further
work that the associated C1-manifold U ∪ V is smooth.

Exercise 7.4.9. Show that the canonical stratification of the universal variety
associated to the representation (R3,Z3 o S3) is not locally analytically trivial.

7.4.2. Example: computations for (R,D4).

Example 7.4.10. We carry out detailed computations for a simple example.
Take G = H2 (the dihedral group D4) acting in the standard way on V = R2.
Denote coordinates on V by (x, y). We write a general point in V , without
coordinates, in bold as x. It is helpful to use some simple notation for the four
isotropy types of the action of D4 on V . We denote the isotropy type of the
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origin by t, at non-zero points (x, 0) by h, at (x, x), x 6= 0, by d, and at (x, y),
xy(x2 − y2) 6= 0, by e. As basis for P (V )H2 we take p1(x, y) = (x2 + y2) and
p2(x, y) = (x4 + y4)/4. A basis {F1, F2} for the P (R2)H2-module PH2(V, V ) is
given by the gradients of p1, p2:

F1(x, y) = (x, y), F2(x, y) = (x3, y3).

Since k = ` = 2, we have P1(R2,R2) = R2 ⊕ L(R2,R2). Let t = (t1, t2) ∈ R2,
A = [aij] ∈ L(R2,R2). Then U1(x, t,A) = (x,

∑2
j=1 tjFj(x),

∑4
i=1 Si(t,A)),

where

S1(t,A) = t1

(

1 0
0 1

)

, S2(t,A) = t2

(

3x2 0
0 3y2

)

,

S3(t,A) =

(

a11x
2 + a12x

4 a11xy + a12xy
3

a11xy + a12x
3y a11y

2 + a12y
4

)

,

S4(t,A) =

(

a11x
4 + a12x

6 a11x
3y + a12x

3y3

a11xy
3 + a12x

3y3 a11y
4 + a12y

6

)

.

The universal variety Σ ⊂ V × R2 is the common zero locus of

t1x+ t2x
3 = 0, t1y + t2y

3 = 0.

We write Σ = Σt∪Σh∪Σd∪Σe. Each of these subsets of Σ may be given explicitly
in coordinate form. For example,

Σt = {(0, 0, t1, t2) | (t1, t2) ∈ R2},
Σd = {(x,±x, t1, t2) ∈ V × R2 | t1 + t2x

2 = 0},
Σe = {(x, y, 0, 0) ∈ V × R2 | (x, y) ∈ V }.

We write U1 : V ×P1(R2,R2)→ V × V × L(V, V ) in the form

U1(x, t,A) = (x, T (x, t), L(x, t,A)).

Computing L(x, t,A), we find that

L(x, t,A) =

(

t1 + 3t2x
2 + a11x

2 a11xy
a11xy t1 + 3t2y

2 + a11y
2

)

+O(‖x‖4).

The O(‖x‖4) terms are independent of t and depend linearly on a12, a21, a22. Next
we compute L(x, t,A) for (x, t) ∈ Σ. As we shall only be interested in the case
when f tG 0 at (0, 0), we assume t2 6= 0. If (x, t) ∈ Σt, then L(x, t,A) = t1IV .
Hence a necessary condition for (t,A) ∈ Σ1 = U−1

1 (Z1) is t1 = 0. Suppose
(x, t) ∈ Σd. We have x = y and t1 + t2x

2 = 0. Substituting in our expression for
L(x, t,A) we find that

L(x, t,A) =

(

(2t2 + a11)x2 a11x
2

a11x
2 (2t2 + a11)x2

)

+O(x4).
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Provided that t1, t2 + a11, t2 6= 0, we may choose r > 0 such that if 0 < |x| < r,
t1 6= 0, then L(x, t,A) ∈ H(V ). If t2(t2 + a11) = 0, then although we can
choose a12, a21, a22, r > 0 so that L(x, t,A) ∈ H(V ), t1 6= 0, 0 < |x| < r, this
condition will not be stable under perturbations of t,A. A similar analysis holds if
(x, t) ∈ Σh∪Σe and we find that L(x, t,A) ∈ H(V ) provided that t1, 2t2+a11 6= 0.
If 2t2 + a11 = 0, we can choose a12, a21, a22 so that L(x, t,A) ∈ H(V ), t1 6= 0.
Again, this condition will not be stable under perturbations of t,A. As a result
of our analysis the top dimensional stratum B of ΣG

1 ⊂ R2 × L(R2,R2) is given
by

B = {(t,A) | t1 = 0, t2 6= 0, t2 + a11, 2t2 + a11 6= 0}.

These are exactly the conditions given in proposition 4.5.4 (note that the a of
proposition 4.5.4 is related to a11 by a = a11/2). For this example it is easy to
see that j1

1X tG Z1 at 0 ∈ V implies that X ∈ KG(V ).

Remark 7.4.11. The computations of example 7.4.10 are not recommended
as a good way of actually working out the order of determinacy for G-equivariant
bifurcation problems on an absolutely irreducible representation. The methods
used in chapter 4 to establish 3-determinacy for subrepresentations of the hype-
roctahedral group are far easier (and more powerful) as we only have to consider
one invariant in addition to the cubic generators inF . However, theorem 7.4.3 has
two important consequences. Firstly, in order to determine stabilities of branches
in generic equivariant bifurcations, it is only necessary to consider coefficients fj
of the equivariants Fj which are affine linear in the polynomial invariants. That

is, fj(x) = cj +
∑`

i=1 cjipi(x), cjcji ∈ R. Secondly, in order to deduce that a
branch of solutions of a generic equivariant bifurcation will be hyperbolic it suf-
fices to check that if the branch has isotropy H, then zeros with isotropy H of a
generic equivariant vector field will be hyperbolic. Indeed, this condition implies
that the corresponding top-dimensional strata of ΣG has codimension 1.

7.5. Higher order versions of G-transversality

Suppose M , N are smooth manifolds and that Q is a submanifold of N . Let
f ∈ C∞(M,N) and suppose that f t Q. It is easy to show that for all r ≥ 0,
jrf t Jr(M,Q), where Jr(M,Q) is regarded as a submanifold of Jr(M,N). In
fact, if f t Q and dim(Q) < dim(N), we always have jrf(M) ∩ Jr(M,Q) = ∅,
r ≥ 1. As observed by Bierstone [14, 15], this result fails in the equivariant
category if we use the definition of G-transversality for maps given in chapter 6.
That is, f tG Q does not imply jrf tG Jr(M,Q). Although this failure does
not seem important for the study of local equivariant bifurcation theory, it is
important for the stability and classification theory of equivariant maps (and it
may be significant in the study of reversible equivariant vector fields and higher
codimension problems). We illustrate with two examples.
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Examples 7.5.1. (1) (Bierstone [14, 15]) Let SO(2) act on C as multipli-
cation by eıθ and on C2 as multiplication by (eıθ, e2ıθ). A minimal set of homo-
geneous generators for the P (C)SO(2)-module PSO(2)(C,C2) is given by F1(z) =
(z, 0), F2(z) = (0, z2). Every f ∈ C∞SO(2)(C,C2) may be written (uniquely) in

the form f(z) = (α(|z|2)z, β(|z|2)z2) where α, β : R → C are smooth. We have
f tSO(2) 0 at 0 ∈ C if and only if α(0) and β(0) are not both zero. How-
ever, if α(0) = 0, Df(0) is singular at zero. If we add the requirement that
j1f t J1(C, {0}), then α(0) 6= 0 (and so j1f(0) /∈ J1(C, {0})). On the other
hand if α(0) = 0, then j1f(0) ∈ J1(C, {0}) and j1f is not SO(2)-transverse
to J1(C, {0}) at z = 0. Since j1f(0) /∈ J1(C, {0}) if α(0) 6= 0, it is trivial
that jrf(0) /∈ Jr(C, {0}) for all r ≥ 1 if α(0) 6= 0 and so this sequence sta-
bilizes at r = 1. If instead we took the SO(2)-action on C2 given as multipli-
cation by (enıθ, e(n+1)ıθ), we may write f ∈ C∞SO(2)(C,C2) uniquely as f(z) =

(α(|z|2)zn, β(|z|2)zn+1). We have f tSO(2) 0 at 0 ∈ C if and only if α(0) and β(0)
are not both zero. We find that jnf tSO(2) J

n(C, {0}) provided α(0) 6= 0. We
then have jrf(0) /∈ Jr(C, {0}), r ≥ n, and so jrf tSO(2) J

r(C, {0}), for all r ≥ n.
(2) Let SO(2) act on V = C2 as multiplication by (e2ıθ, e3ıθ) and on W = C2 as
multiplication by (e5ıθ, e7ıθ). A minimal set of homogeneous generators for the
P (V )SO(2)-module PSO(2)(V,W ) is given by

F1(z1, z2) = (z1z2, 0), F2(z1, z2) = (0, z2
1z2), F3(z1, z2) = (0, z̄1z

3
2)

F4(z1, z2) = (z̄2
1z2, 0) F5(z1, z2) = (z4

1 z̄2, 0), F6(z1, z2) = (0, z5
1 z̄2).

The universal variety Σ ⊂ V × C6 may be written as Σ = (V × {0}) ∪ (X ×
C6), where X = {(z1, z2) | z1z2 = 0}. The canonical stratification A of C6 is
given by A = (C6 \ {0}) ∪ {0}. If f ∈ C∞SO(2)(V,W ), we may write f(z1, z2) =
∑6

i=1 fi(z1, z2)Fi(z1, z2). We have f tSO(2) 0 at 0 ∈ V if and only if at least one
of the f1(0, 0), . . . , f6(0, 0) is non-zero. On the other hand, j2f tSO(2) J

2(C2, 0)
at 0 ∈ V if and only if f1(0, 0) 6= 0. If f1(0, 0) 6= 0 then jrf tSO(2) J

r(C2, 0) for
all r ≥ 1.

Definition 7.5.2 ([15, section 8]). Let M , N be smooth G-manifolds, Q be
a closed G-invariant submanifold of N and A ⊂M . A map f ∈ C∞G (M,N) is in
rth-approximation to equivariant general position to Q along A if for q = 0, . . . , r,
jqf tG Jq(N,Q) along A. If f is in rth-approximation to equivariant general
position to Q along A for all r ≥ 0, then f is in equivariant general position to
Q along A.

We adopt some new notation. If f ∈ C∞G (M,N) is in rth approximation to
equivariant general position to Q along A ⊂ M , we write “f tG,r Q on A”. If f
is in equivariant general position to Q along A, we write “f tG,∞ Q along A”.
We remark that f tG Q along A ⇐⇒ f tG,0 Q along A.

Bierstone proves [15, Theorem 8.4] that if (V,G), (W,G) areG-representations
then there exists r = r(V,W ) such that f tG,r 0 at 0 ∈ V implies that f tG,∞ 0
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at 0 ∈ V . It follows that the sequence of approximation conditions always sta-
bilizes on a compact subset of N . From this it follows that the openness and
density theorem for G-transversality extends to tG,∞ [15, Theorem 8.6].

7.6. Extensions to the case of non-finite G

Most of what we have done in this chapter for finite groups G extends without
difficulty to general compact Lie groups G. The main differences are that new
definitions of branch and indexed branching pattern are required and some state-
ments on dimension need to be modified. In this section we describe the main
definitions and results. We will be brief on details of proofs as much of what
we do is quite similar (though simpler) to the more general theory we develop
in chapter 10 for studying branches of relative equilibria, relative periodic orbits
and limit cycles.

7.6.1. Equilibrium G-orbits. We briefly review definitions and elementary
properties of equilibrium group orbits. Suppose that G is compact Lie group
and M a smooth G-manifold. For each τ ∈ O(M,G), choose H ∈ τ and set
∆τ = G/H – a representative G-orbit with isotropy type τ . We recall our earlier
notations that dim(∆τ ) = gτ and dim(N(H)/H) = nτ .

Definition 7.6.1. Let X ∈ C∞G (TM). A G-orbit α ⊂ M is an equilibrium
G-orbit of X if X|α ≡ 0.

Remark 7.6.2. If X ∈ C∞G (TM) and there exists x ∈M such that X(x) = 0,
then Gx is an equilibrium G-orbit.

Lemma 7.6.3. Let α be an equilibrium G-orbit of X ∈ C∞G (TM). For all
x ∈ α, TxX|Txα = 0. In particular, if α has isotropy type τ then 0 is an
eigenvalue of TxX with multiplicity at least gτ .

Proof. Immediate since X|α ≡ 0. �

Definition 7.6.4. An equilibrium G-orbit α ⊂ Mτ of X ∈ C∞G (TM) is
transversally hyperbolic or generic if for any (each) x ∈ α there are precisely
dim(M) − gτ eigenvalues of TxX : TxM → TxM which have real part nonzero.
The index of α, ind(X,α), is defined to be the number of eigenvalues of TxX
(counting multiplicities) which have real part less than or equal to zero.

Remarks 7.6.5. (1) If α ⊂ Mτ is an equilibrium G-orbit of X ∈ C∞G (TM),
then 0 is an eigenvalue of TxX of multiplicity at least gτ . Hence there can never
be more than dim(M)− gτ eigenvalues of TxX with nonzero real part.
(2) If α is transversally hyperbolic, then α is normally hyperbolic [93]. In fact
normal hyperbolicity is immediate as dynamics is trivial restricted to α and so
the normal behaviour automatically dominates the tangential behaviour.
(3) Suppose that α ⊂ Mτ is transversally hyperbolic for X. It follows from
the stability of normal hyperbolicity [93], or directly, that there exists an open
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neighbourhood U of X in C∞G (TM) (C1-topology), and a G-invariant open neigh-
bourhood V of α in M such that every X ′ ∈ U has a unique flow-invariant G-orbit
α′ ⊂ V which is normally hyperbolic. Unless nτ = 0, α′ will generally not be an
equilibrium G-orbit.
(4) We generally use the term ‘transversally hyperbolic’ rather than ‘generic’
for equilibrium G-orbits. Later, when we investigate relative equilibria (flow-
invariant G-orbits), we always use the term ‘generic’ for normally hyperbolic
relative equilibria.

Exercise 7.6.6. (1) Assuming the necessary results on normal hyperbolic-
ity [93], show that if α is a transversally hyperbolic equilibrium G-orbit for X,
then there exist G-invariant stable and unstable manifolds W s(α), W u(α) for α.
Verify that W s(α), W u(α) intersect transversally along α and that ind(X,α) =
dim(W s(α)). (These results may also be proved using slices without recourse to
the theory of normal hyperbolicity [52]. We indicate how in the next chapter.)
(2) Let α ⊂ Mτ be a transversally hyperbolic equilibrium G-orbit of X. Show
that α is an attractor if and only if ind(X,α) = dim(M).

7.6.2. Branching and stability for compact Lie groups. For the re-
mainder of the section we assume G is a compact Lie group and (V,G) is an
absolutely irreducible G-representation.

Definition 7.6.7. Let X ∈ V0(V,G) and τ ∈ O(V,G). A branch of equilibria
of isotropy type τ for X at (0, 0) ∈ V × R is a C1 G-equivariant map

φ = (x, λ) : [0, δ]×∆τ → V × R,
satisfying

(1) φ(0, u) = (0, 0), all u ∈ ∆τ .
(2) For all s ∈ (0, δ], αs = x(s,∆τ ) is an equilibrium G-orbit of Xλ(s) of

isotropy type τ .
(3) For every u ∈ ∆τ , the map φu : [0, δ] → V × R, s 7→ φ(s, u), is a

C1-embedding.

If αs is transversally hyperbolic for Xλ(s), s 6= 0, the branch φ is a branch of
transversally hyperbolic equilibrium G-orbits.

Example 7.6.8. Define maps c+, c− : [0,∞) → V × R by c±(s) = (0,±s),
s ∈ [0,∞). The maps c± define the trivial branches of equilibrium G-orbits for
any X ∈ V0(V,G). Both branches are transversally hyperbolic.

We regard two branches of equilibrium G-orbits as equivalent if they differ
only by a local reparameterization (see section 10.1.3 for more a precise definition
of what is meant by ‘local reparameterization in this context). Let [φ] denote the
equivalence class of the branch φ. It is easy to verify that if a branch φ has a
parameterization as a branch of transversally hyperbolic G-orbits, then the same
is true for all parameterizations of φ. It follows that we may talk about the
equivalence class φ as being transversally hyperbolic.
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Definition 7.6.9. Given X ∈ V0(V,G), we let Σ(X) denote the set of all
equivalence classes of nontrivial branches of equilibrium G-orbits. We call Σ(X)
the branching pattern of X.

Remark 7.6.10. Unlike the earlier definition we gave, where we assumed G
was finite, our new definition of branching pattern is framed in terms of G-orbits
and so Σ(X) has only the structure of a trivial G-set. However, we regard each
equivalence class in Σ(X) as being labelled with the isotropy type of the branch.

Definition 7.6.11. Suppose φ = (x, λ) : [0, δ]×∆τ → V × R is a branch of
transversally hyperbolic G-orbits for X ∈ V0(V,G). The branch is supercritical
(or forward) if λ′(s) > 0 for all s ∈ [0, δ]. If λ′(s) < 0, the branch is subcritical
(or backward).

Lemma 7.6.12. Let X ∈ V0(V,G) and suppose φ = (x, λ) : [0, δ]×∆τ → V ×R
is a branch of transversally hyperbolic G-orbits for X. Then λ′(s) 6= 0, s ∈ (0, δ].
In particular, φ is either supercritical or subcritical.

Proof. We refer the reader to the proof of lemma 10.1.13. �
Suppose that φ = (x, λ) : [0, δ]×∆τ → V ×R is a branch of transversally hy-

perbolicG-orbits forX ∈ V0(V,G). By continuity, ind(Xλ(s),x(s,∆τ )) is constant
on (0, δ]. Hence we may define the index of φ, ind(φ), to be the common value of
the indices of the nontrivial equilibrium G-orbits along the branch. Just as for
finite G, the index function is well defined for all equivalence classes [φ] ∈ Σ(X)
corresponding to transversally hyperbolic branches. Using lemma 7.6.12, we sim-
ilarly define sgn([φ]) ∈ {±1} whenever [φ] ∈ Σ(X) is the equivalence class of a
transversally hyperbolic branch.

Following section 4.2, we may formulate branching conditions on normalized
families.

Condition B1
There exists a finite set φ1, . . . φr+2 of solution branches, with images C1, . . . Cr+2

(Cj = image(φj)), such that

(1) Σ(X) = {[φ1], ..., [φr]} and [φr+1] = [c+], [φr+2] = [c−].
(2) If i 6= j, then Ci ∩ Cj = {(0, 0)}.
(3) There is a neighbourhood N of (0, 0) in V × R such that

Z(X) ∩N = ∪r+2
j=1Cj

Condition B2
Every [φ] ∈ Σ(X) is a branch of transversally hyperbolic equilibrium G-orbits.

Proposition 7.6.13. Let KG(V ) = {X ∈ V0 | X tG 0, at 0 ∈ V }.
(1) KG(V ) is an open and dense subset of V0.
(2) If X ∈ KG(V ), then X satisfies the branching condition B1.
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Proof. The proof is similar to that of theorem 7.1.5. In order to verify that
the X satisfies the branching condition B1, we use the argument of the proof of
theorem 7.1.5 applied to ΣH

τ , where H ∈ τ . �

Remark 7.6.14. There is an isotopy result similar to that of theorem 7.1.5.

Along exactly the same lines as in section 7.1, we may show thatG-equivariant
bifurcation problems on (V,G) are weakly d-determined, where d is the maximal
degree of polynomials in a minimal set of homogeneous generators for PG(V, V ),
and that KG(V ) is contained in the space of weakly stable families. Of more
interest perhaps are the computations determining which isotropy types can be
expected to occur in the branching patterns of generic 1-parameter families.

Following section 6.15, given τ ∈ O?(V,G), we define the closed semialgebraic
subset Rτ of Rk by Rτ = ∂Στ ∩ Rk. An isotropy type will not occur as the
isotropy of a branch of equilibrium G-orbits for X ∈ KG(V ) if codim(Rτ ) > 1.
The isotropy type will be symmetry breaking if codim(Rτ ) = 1 and generically
symmetry breaking if Rτ is the hyperplane t1 = 0.

Proposition 7.6.15. Let τ ∈ O?(V,G). Then codim(Rτ ) ≥ 1 + nτ . Conse-
quently, if nτ > 0, τ is not a symmetry breaking isotropy type.

Proof. The result follows by lemma 6.15.2. �
For the remainder of the section we discuss the issue of stabilities along

branches of equilibrium G-orbits.
Let LS(V, V ) = L(V, V ) \ H(V ). If A ∈ LS(V, V ) then A has at least one

eigenvalue on the imaginary axis. For each τ ∈ O(V,G), let Lτ (V, V ) denote
the G-invariant subset of L(V, V ) consisting of maps that have at least gτ +
1 eigenvalues on the imaginary axis (counting multiplicities). If gτ = 0 then
Lτ (V, V ) = LS(V, V ); otherwise Lτ (V, V ) is a proper subset of LS(V, V ).

Lemma 7.6.16. For all τ ∈ O(V,G), Lτ (V, V ) is a closed G-invariant semi-
algebraic subset of L(V, V ).

Proof. Set gτ = m and let A ∈ L(V, V ) have characteristic polynomial p(λ).
Suppose dim(V ) = n so that p(λ) is of degree n. Then A ∈ Lτ (V, V ) if and only
if there exists a factorization

p(λ) = λp
s
∏

i=1

(λ2 + αi)
qiq(λ),

where p + 2
∑s

i=1 qi = m, 0 < α1 < α2 < . . . < αs, and q has no roots on the
imaginary axis. From this one may easily show that the set of characteristic
polynomials which have this root structure determines a semialgebraic subset
Sp,q1,...,qs of Rn (the coefficient space for characteristic polynomials). Take the
(finite) union of Sp,q1,...,qs over all possible p, q1, . . . , qs such that p+2

∑s
i=1 qi = m.

The resulting set S is a closed semialgebraic subset of Rn. But now Lτ (V, V ) =
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c−1(S), where c : L(V, V ) → Rn is the polynomial map which sends A to the
coefficients of the characteristic polynomial of A. �

For τ ∈ O(V,G), define

Z1(τ) = {(x, 0, A) ∈ J1(V, V ) | x ∈ Vτ , A ∈ Lτ (V, V )}.
We see from lemma 7.6.16 that Z1(τ) is a G-invariant semialgebraic subset of
J1(V, V ). Set Z1 = ∪τ∈O(V,G)Z1(τ) ⊂ J1(V, V ).

Lemma 7.6.17. Z1 is a closed G-invariant semialgebraic subset of J1(V, V ).
If G is finite, Z1 coincides with Z1 as defined in example 7.2.7 and section 7.4.

Proof. It is obvious from the construction that Z1 is a G-invariant semi-
algebraic subset of J1(V, V ). If G is finite, Z1 = V × {0} × LS(V, V ), and the
definition is the same as our earlier definition. It remains to prove that Z1 is
closed. For this, it suffices to observe that

∂Z1(τ) = ∂Vτ × {0} × Lτ (V, V ),

= ∪µ>τVµ × {0} × Lτ (V, V ),

⊂ ∪µ>τVµ × {0} × Lµ(V, V ),

since if µ > τ , gµ ≤ gτ and so Lµ(V, V ) ⊂ Lτ (V, V ). �
Just as we did for G finite, we define

K1
G(V ) = {X ∈ KG(V ) | j1

1X tG Z1 at (0, 0) ∈ V × R},
= {X ∈ V0(V,G) | j0X tG 0, j1

1X tG Z1 at (0, 0) ∈ V × R}.
The proofs of the following results are all similar to those of the corresponding
results when G is finite.

Lemma 7.6.18. (1) K1
G(V ) is an open and dense subset of V0(V,G).

(2) If X ∈ K1
G(V ), then X satisfies the branching conditions (B1, B2).

Theorem 7.6.19. K1
G(V ) ⊂ S(V,G) (stable families).

Theorem 7.6.20. Equivariant bifurcation problems on (V,G) are d-determined,
where d ≤ dk.

7.7. Notes on chapter 7

The equivariant version of Thom’s jet transversality theorem was proved by
Bierstone and appears in [15]. The result was used in his work on the stability the-
ory of smooth equivariant maps [15] which completed the programme started by
Poenaru [143] and Ronga [150] to prove Mather’s stability theorems for smooth
equivariant maps. Applications to equivariant bifurcation theory were first given
in [57] and developed further in [60]. While equivariant jet transversality is tech-
nically complicated to set up on account of the use of Faá di Bruno’s formula
and the factorization scheme, applications to equivariant bifurcation theory are
relatively straightforward. This is because arguments are local, generators can be
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assumed homogeneous and, at least for the codimension one theory, it is only nec-
essary to look at the 1-jet extension map. Methods generalize straightforwardly
to the study of relative equilibria (see chapter 10 and [60]).





CHAPTER 8

Equivariant Dynamics

In this chapter we investigate of the theory of equivariant dynamical systems
on smooth G-manifolds. We assume throughout that G is a compact Lie group
and M is a smooth G-manifold.

Much of the chapter will be devoted to a careful study of the dynamics of
equivariant diffeomorphisms and flows on and near dynamically invariant group
orbits. We apply some of these ideas in chapter 10 where we study equivariant
bifurcation to and from relative equilibria. After developing the local theory,
we state and sketch the proofs of a number of global theorems on equivariant
dynamical systems including the equivariant version of the Kupka-Smale theorem.

For simplicity, we always assume maps and vector fields are smooth, that
is C∞. Of course, many (though not all) results hold under the assumption of
Cr, 2 ≤ r < ∞, sometimes with a loss of one order of differentiability. If M is
compact we take the C∞-topology on function spaces, if M is non-compact we
take the Whitney C∞-topology.

If M,N are smooth G-manifolds, let C∞G (M,N) denote the space of smooth
equivariant maps from M to N . (Here as elsewhere, C∞(M,N) will denote the
space of all smooth maps from M to N and C∞G (M,N) will be a closed subspace
of C∞(M,N).) Let DiffG(M) denote the space of smooth equivariant diffeomor-
phisms of M . We remark that DiffG(M) is an open subspace of C∞G (M,M).
Let C∞G (TM) denote the space of smooth equivariant vector fields on M . If
X ∈ C∞G (TM), we let ΦX

t (or just ΦX) denote the associated flow of X. If M
is compact, ΦX

t ∈ DiffG(M), all t ∈ R. Otherwise, ΦX : D ⊂ M × R → M
will be a smooth map defined on a (maximal) G-invariant open neighbourhood
D of M × {0} in M × R. It is convenient for us to assume that when M is
non-compact that ΦX is defined on all of M . As least as far as the local theory
is concerned this will be no loss of generality. Indeed, if X ∈ C∞G (TM) and K
is any G-invariant compact subset of M we can always choose a strictly positive
smooth G-invariant function f ∈ C∞(M)G such that f ≡ 1 on K and the flow of
fX ∈ C∞G (TM) is defined for all t. Note that the phase portrait of ΦfX is equal
to that of X and that fX = X on K.

8.1. Invariant G-orbits

We start by considering equivariant diffeomorphisms.

245
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Definition 8.1.1. Let f ∈ DiffG(M) and α ⊂ M be a G-orbit. We say α is
a relative fixed set for f if f(α) = α. If there exists a smallest p > 1 such that
fp(α) = α, then α is a relative periodic orbit of f of relative prime period p. We
also refer to the f -orbit of α as a relative periodic orbit.

Remarks 8.1.2. (1) If f ∈ DiffG(M), x ∈ M and f(x) = x, then α = Gx is
a relative fixed set for f . In this case, we refer to α as a G-orbit of fixed points
for f . Similarly if f q(x) = x, for some q > 0, then α = Gx is a relative periodic
orbit of f . If α has relative prime period p, then p|q (α may be a relative fixed
set for f – see the examples below).
(2) If α is a relative periodic orbit of f , relative prime period p, then so is f i(α),
i ∈ Z.

Examples 8.1.3. (1) Let M = T2 = R2/2πZ2 (the 2-torus) and let SO(2)-
act on M by eıt(θ, ψ) = (θ + t, ψ). Given ψ ∈ [0, 2π), set αψ = SO(2)(0, ψ) =
T×{ψ} ⊂M . For u ∈ [0, 2π), define fu ∈ DiffSO(2)(M) by fu(θ, ψ) = (θ+u, ψ+
1
2

sinψ). If u = 0, then (0, 0) and (0, π) are fixed points for f0 and so α0 and απ
are fixed sets for f0. If u ∈ (0, 2π), then α0 and απ are relative fixed sets for fu.
If u/2π is irrational, then no point in α0 and απ is periodic for fu. If we define
gu ∈ DiffSO(2)(M) by gu(θ, ψ) = (θ + u, ψ + π + 1

4
sin 2ψ), then α0 and απ/2 are

distinct relative periodic orbits of gu which are both of relative prime period 2. If
u/2π is irrational, then gu will have no periodic points. If u/2π is rational, points
in α0 ∪ απ/2 will be periodic but of prime period different from 2 (unless u = 0).
(2) Take the standard action of SO(2) on T. Let f ∈ DiffSO(2)(T) be defined by
f(θ) = θ + π. Then f 2(θ) = θ, for all θ ∈ T. In this case since f(θ) ∈ SO(2)(θ),
we regard SO(2)(θ) as a relative fixed set for f rather than a relative periodic
orbit.

8.1.1. Vector fields and flows.

Definition 8.1.4. Let X ∈ C∞G (TM) and α ⊂ M be a G-orbit. We say α
is a relative equilibrium for X if α is ΦX-invariant (equivalently, X is tangent to
α). If X|α ≡ 0, we refer to α as an equilibrium G-orbit (or G-orbit of equilibria).

Example 8.1.5. Take the standard action of SO(2) on C. Let X ∈ C∞SO(2)(C)

be defined by X(z) = aız + (1− |z|2)z, where a ∈ R. The unit circle |z| = 1 is a
relative equilibrium of X. If a = 0, |z| = 1 is an equilibrium G-orbit.

Definition 8.1.6. A compact ΦX- and G-invariant subset Σ of M is a relative
periodic orbit of X if Σ is not a G-orbit and there exists T > 0 such that Σ =
G(ΦX

x ([0, T ]). If T > 0 is minimal, we call T the relative prime period of Σ.

Lemma 8.1.7. Let Σ be a relative periodic orbit of X of relative prime period
T .

(1) Σ = G(ΦX
y ([0, T ]) for all y ∈ Σ.

(2) All points of Σ have the same isotropy type.
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(3) Σ is a smooth G-invariant submanifold of M .
(4) Σ/G is diffeomorphic to S1.
(5) ΦX (respectively, X) induces a flow ΦX?

(respectively, vector field X?)
on S1 and S1 is a periodic orbit of ΦX?

of prime period T .

Proof. (1,2) follow from the G-equivariance of ΦX . For (3), observe that
GΦX

x (T ) = Gx (otherwise G(ΦX
x ([0, T ])) would be a proper subset of Σ or T

would not be minimal). Hence Σ = G(ΦX
x ([0, T )) and so the map G/Gx ×

[0, T ) → Σ, (g[Gx], t) → gΦX
x (t) is a G-equivariant embedding. Hence Σ has

the structure of a smooth G-invariant submanifold of M . Since the action of G
on Σ is monotypic, Σ/G has the structure of a smooth manifold which may be
identified with R/TZ ≈ S1 (see remark 3.1.15). For (5) it suffices to note that
X drops down to a smooth vector field on the orbit space Σ/G. �

Example 8.1.8. Let SO(2) act on the 2-torus T2 by eıt(θ, φ) = (θ + t, φ).
Let X be the SO(2)-equivariant vector field on T2 defined by X(θ, φ) = (a, b),
a, b ∈ R. Provided that b 6= 0, T2 is a relative periodic orbit of X and the induced
flow on T2/SO(2) = S1 has period 2π/b.

8.2. Stabilities and normal hyperbolicity

8.2.1. Diffeomorphisms. Let f ∈ Diff(M) and V be a compact invariant
submanifold of M . We recall from [93] that V is normally hyperbolic1 for f
if there exists a Tf -invariant splitting TV ⊕ Eu ⊕ Es of TVM = TM |V into
continuous subbundles such that, relative to some Riemannian metric on M , we
have

sup
x∈V
‖Tf |Esx‖ < inf

x∈V
m(Tf |TxV ),(8.1)

sup
x∈V
‖Tf |TxV ‖ < inf

x∈V
m(Tf |Eux).(8.2)

(m(A) = inf{‖AX‖ | ‖X‖ = 1} = ‖A−1‖−1.)

Lemma 8.2.1. Let f ∈ DiffG(M) and suppose that V is a compact G-invariant
normally hyperbolic submanifold of M .

(1) The splitting TV ⊕ Eu ⊕ Es is a sum of continuous G-vector bundles.
(2) The normal hyperbolicity estimates (8.1,8.2) hold with respect to a smooth

G-invariant Riemannian metric on M .

Proof. The estimates (8.1,8.2) continue to hold if we average the Riemann-
ian metric over G, proving (1). It is shown in [93] that the hyperbolic estimates
determine the bundles Eu, Es uniquely. Using the G-invariance of the metric, the
equivariance of f and the G-invariance of V , the estimates hold relative to the
splitting TV ⊕ gEu ⊕ gEs, for all g ∈ G. Hence gEu = Eu, gEs = Es, g ∈ G. �

1Strictly “Immediately, absolutely 1-normally hyperbolic” in [93]
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8.2.2. Flows. If ΦX is a G-equivariant flow on M , a compact ΦX- and G-
invariant submanifold V of M is normally hyperbolic if, for some s 6= 0, V is
normally hyperbolic for ΦX

s . It is shown in [93, Theorem 2.4] that V is normally
hyperbolic for ΦX

t for all t 6= 0 and that the corresponding splittings of TVM
are independent of t. Together with lemma 8.2.1, this shows that the splitting
of TVM we get if V is ΦX- and G-invariant is a splitting of continuous G-vector
subbundles of TVM .

8.2.3. Genericity.

Definition 8.2.2. Let α be a relative fixed set for f ∈ DiffG(M) (respec-
tively, a relative equilibrium of X ∈ C∞G (TM)). We say α is generic for f
(respectively, X) if α is normally hyperbolic for f (respectively, X). We similarly
define genericity for relative periodic orbits.

Lemma 8.2.3. Suppose that α is a relative fixed set for f ∈ DiffG(M). We
may choose a G-invariant Riemannian metric on M such that ‖Tf |Tyα‖ = 1, for
all y ∈ α. In particular, if α is generic we may choose a G-invariant Riemannian
metric on M such that the estimates (8.1,8.2) may be written equivalently as

sup
x∈α
‖Tf |Esx‖ < 1,(8.3)

inf
x∈α
‖Tf |Eu‖ > 1.(8.4)

Moreover, the splitting TαM = Tα ⊕ Eu ⊕ Es will be a smooth orthogonal direct
sum of smooth G-vector bundles.

Similar results hold for relative equilibria and relative periodic orbits.

Proof. Fix x ∈ α, set Gx = H and identify α with G/H. We define an
action of G×N(H) on α by

(g, n)(k[H]) = gk[H]n−1 = gkn−1[H], (g, n) ∈ G×N(H), k[H] ∈ α.
Since f is G-equivariant, f(x) = n−1x for some n ∈ N(H). Hence f(k[H]) =
(k, n)[H] = (e, n)k[H], all k[H] ∈ α. If we average a Riemannian metric for α
over G × N(H), then Tf |Tα will be an isometry in the averaged metric and so
‖Tf |Tyα‖ = 1, for all y ∈ α.

The estimates (8.1,8.2) depend only on the norm of the Riemannian met-
ric restricted to TαM . Averaging over G × N(H), we may assume that the
metric is G × N(H)-invariant on TαM . The metric may then be extended
smoothly and G-equivariantly to all of M . Since Tf |Tα is an isometry, es-
timate (8.1) becomes supx∈α ‖Tf |Esx‖ < 1. Since m(A) = ‖A−1‖−1 ≤ ‖A‖,
infx∈αm(Tf |Eux) ≤ infx∈α ‖Tf |Eux‖, proving (8.4). Since G acts transitively on α,
Eu, Es are smooth G-vector bundles over α. Once we have the estimates (8.3,8.4)
it is easy to choose the metric so that the bundles Tα, Eu and Es are orthogonal.

The proof in case α is a relative equilibrium follows from the result for diffeo-
morphisms (or directly). For relative periodic orbits, it suffices to note that we
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can always reparameterize time so that the TxΦ
X
t is an isometry tangent to flow

lines (for diffeomorphisms, we use the fact that f cyclically permutes the group
orbits constituting a relative periodic orbit). �

Remark 8.2.4. If Σ is a generic relative periodic orbit for the Cr-flow Φt, 1 ≤
r <∞, then the splitting TΣM = Tα⊕Eu⊕Es will be only be a splitting of Cr−1

G-vector bundles and cannot be assumed orthogonal. Since G acts transitively
on G-orbits, the restriction of TΣM to a G-orbit in Σ does always split as a sum
of smooth G-vector bundles (which may be assumed orthogonal).

8.2.4. Stable and unstable manifolds. Suppose that Σ is a generic rel-
ative fixed set, relative equilibrium or relative periodic orbit. A consequence of
the theory of normal hyperbolicity is that there exist transverse smooth local
stable and unstable manifolds W s

loc(Σ), W u
loc(Σ) through Σ (these results can also

be deduced from stable manifold theory for equilibria, fixed points and periodic
orbits by looking at slices – we indicate how in exercise 8.3.27). We give the main
results for diffeomorphisms and relative periodic orbits (the results for flows are
completely analogous).

Theorem 8.2.5 (Stable manifold theorem & Hartmans theorem [52]). Let
f ∈ DiffG(M) and suppose that Σ is a generic relative periodic orbit for f . Then

(a) There exist smooth G-invariant locally f -invariant submanifolds W u
loc(Σ)

and W s
loc(Σ) of M through Σ such that TΣW

u
loc(Σ) = TΣ ⊕ Eu and

TΣW
s
loc(Σ) = TΣ⊕ Es.

(b) There exists a G-invariant open neighbourhood U of Σ such that

W u
loc(Σ) = {z ∈ U | fn(z) ∈ U, n ≤ 0, and d(fn(z),Σ)→ 0, as n→ −∞},

W s
loc(Σ) = {z ∈ U | fn(z) ∈ U, n ≥ 0, and d(fn(z),Σ)→ 0, as n→∞}.
(c) W u

loc(Σ) and W s
loc(Σ) have the structure of smooth G-equivariant fibra-

tions over Σ (strong stable and unstable foliations). The fibre W uu
loc (Σ, p)

at p ∈ Σ is characterized by

W uu
loc (Σ, p) = {z ∈W u

loc(Σ) | d(fn(z), fn(p))→ 0, as n→ −∞}.
Similarly for W ss

loc(Σ, p).
(d) If we let Nf = Tf |Eu ⊕ Es, then f is conjugate to Nf near Σ by a

G-equivariant homeomorphism.
(e) There exists an open neighbourhood U of f ∈ DiffG(M) (C1-topology), a

G-invariant open neighbourhood V of Σ and continuous maps υ, υu, υs :
U → DiffG(M) such that
(1) υ(f) = υu(f) = υs(f) = IM ,
(2) For g ∈ U , υ(g)(Σ) = Σg is contained in V and is a generic relative

periodic orbit of g of the same relative period as Σ.
(3) υu(g)(W uu

loc (Σ, p)) = W uu
loc (Σg, υ(f)(p)), p ∈ Σ, g ∈ U . Similarly for

W u, W ss and W s.
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Granted the existence of local stable and unstable manifolds for a generic
relative periodic orbit Σ we define global stable and unstable manifolds in the
usual way by continuation. Thus,

W u(Σ) = ∪n≥0f
nW u

loc(Σ), W s(Σ) = ∪n≤0f
nW u

loc(Σ).

The unstable manifold W u(Σ) is an equivariantly injectively immersed G-
invariant submanifold of M . More formally, we may construct an equivariant
injective immersion ξu(f) : Eu → M such that ξu(f)(Eu0) = Σ and ξu(f)(Eu) =
W u(Σ). We may further require that ξu(f) maps the fibers Eup onto the strong
unstable sets W uu(Σ, p), p ∈ Σ. Similarly for W s(Σ) and for flows.

8.3. Diffeomorphism dynamics on G-orbits

Suppose that α ⊂ M is a relative fixed set for f ∈ DiffG(M). Let x ∈ α and
set Gx = H. Identifying α with G/H, we regard f |α as element of DiffG(G/H).
Let C0

G(G/H,G/H) denote the space of continuous G-equivariant maps of G/H.

Lemma 8.3.1. Let H be a compact subgroup of G and f ∈ C0
G(G/H,G/H).

(1) f ∈ DiffG(G/H).
(2) There exists n ∈ N(H) such that f(g[H]) = gn[H] = g[H]n, for all

g ∈ G. In particular, DiffG(G/H) ≈ N(H)/H.
(3) There exists a smallest n(f) ≥ 1 such that fn(f) is G-equivariantly iso-

topic to the identity map of G/H.
(4) There exists βf ∈ CG(H)0 such that fn(f)([H]) = βf [H].

Proof. Since f is G-equivariant, f(g[H]) = gf([H]) for all g ∈ G. Hence
f is smooth since the action of G on G/H is smooth (use a local section of
G over G/H). Since Gf [H] = H, there exists n ∈ N(H) such that f([H]) =
n[H] and so f(g[H]) = gn[H], for all g ∈ G. Consequently, f is invertible
(f−1(g[H]) = gn−1[H]) and so f ∈ DiffG(G/H), proving (1). We have a nat-
ural antihomomorphism ρ : N(H) → DiffG(G/H) defined by ρ(n) = fn, where
fn(g[H]) = gn[H]. Since ρ(n) = ρ(e) if and only if n[H] = [H], kernel(ρ) = H
and so DiffG(G/H) ≈ N(H)/H, proving (2).

In order to prove (3,4), we start by recalling that (G/H)H = N(H)[H] ≈
N(H)/H. A necessary condition for F ∈ DiffG(G/H) to be G-equivariantly
isotopic to the identity is that F ([H]) ∈ (N(H)/H)0[H] or, equivalently that
F ([H]) ∈ CG(H)0[H] (by corollary 3.10.3). Let n(f) be the smallest strictly
positive integer such that there exists c ∈ CG(H)0 for which fn(f)([H]) = c[H].
Choose ξ ∈ c(h) such that c = exp(ξ) and define Ft ∈ DiffG(G/H) by Ft([H]) =
exp(tξ)[H], t ∈ [0, 1]. Then Ft defines the required equivariant isotopy between
fn(f) and IG/H . �

Given f ∈ DiffG(G/H), x ∈ G/H, we define the closure of the f -orbit of x by

Of (x) = closure{fn(x) | n ∈ Z}.
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By lemma 8.3.1(2), f determines a unique n̂ ∈ N(H)/H such that

Of ([H]) = 〈n̂〉[H],

where 〈n̂〉 is the closed Abelian subgroup of N(H)/H generated by n̂. Now f

induces a smooth map f̂ : 〈n̂〉 → 〈n̂〉 by f̂(g) = n̂g, g ∈ 〈n̂〉. If we identify 〈n̂〉
with Of ([H]) = 〈n̂〉[H] ⊂ G/H, we may write f(g[H]) = gf̂(e), for all g ∈ G.
Consequently, in order to describe the dynamics of equivariant diffeomorphisms
of G/H, it suffices to classify all subgroups 〈n̂〉, n̂ ∈ N(H)/H, together with the
associated dynamics induced on 〈n̂〉 by left translation by n̂.

8.3.1. Cartan subgroups of a compact Lie group G.
Compact connected Lie groups. We recall the fundamental result about maxi-

mal tori in a compact connected Lie group (proofs and more details may be found
in Bröcker and Dieck [30] or Adams [2]).

Theorem 8.3.2. Let G be a compact connected Lie group. Then there exists
a toral subgroup Tr of G with the following properties.

(1) If A is an Abelian Lie subgroup of G containing Tr, then A = Tr (Tr is
a maximal Abelian subgroup).

(2) If x ∈ G, there exists t ∈ G such that x ∈ tTrt−1. In particular, every
point of G lies in at least one maximal torus.

(3) If J is a maximal connected Abelian subgroup of G, then there exists
t ∈ G such that J = tTrt−1.

(4) If J is a toral subgroup of G then J is contained in at least one maximal
torus.

We call the dimension of a maximal torus the rank of G, denoted by rk(G).

Remark 8.3.3. If G is connected compact and Abelian, then G ∼= Tg, where
g = dim(G) (proposition 1.5.16).

Exercise 8.3.4. (1) Show that a maximal compact Abelian subgroup of a
compact connected Lie group need not be a torus. (Look at SO(3).)
(2) Let G be a compact connected Lie group. Show that the set of elements
g ∈ G such that 〈g〉 is a maximal torus is dense in G, Deduce that if H is a
compact subgroup of G, N(H)/H is connected, and f ∈ DiffG(G/H), then there
exist arbitrarily small perturbations f ′ of f in DiffG(G/H) such that Of ′([H])
determines a maximal torus T in N(H)/H and f |Of ′([H]) is left translation by
a topological generator of T.

Compact disconnected Lie groups. We shall need information about the struc-
ture of maximal compact Abelian subgroups of G when G is not connected. The
theory we describe is due to G Segal. Details and proofs are in [30] (a brief pre-
sentation, assuming known the topological approach for connected G, is in [58]).

Definition 8.3.5. A closed subgroup H of G is monogenic or topologically
cyclic if there exists h ∈ H such that H = 〈h〉.
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Remark 8.3.6. A monogenic subgroup is Abelian.

Lemma 8.3.7. A closed subgroup H of G is monogenic if and only if H is
isomorphic to the produce of a torus group with a cyclic group.

Proof. If H is monogenic, then H is compact Abelian and H/H0
∼= Zp

where p is the number of connected components of H. Hence H ∼= Ts × Zp,
where s = dim(H). For the converse, consider H = Ts × Zp. Let Zp = 〈ρ〉
and pick a point u ∈ Ts such that 〈u〉 = Ts (Kronecker’s theorem). Then
〈(u, ρ)〉 = Ts × Zp. �

Set P = G/G0 and let Π : G → P denote the quotient map. Since G0 C G,
P has the structure of a finite group. Let Z = Z(G) denote the set of all cyclic
subgroups of P . If p ∈ P , then 〈p〉 ∈ Z and so every point of P lies in at least
one cyclic subgroup.

Definition 8.3.8. Let X ∈ Z. A closed Abelian subgroup K of G is of type
X if K is monogenic and Π(K) = X.

Remark 8.3.9. If K is a type X subgroup of G then K = 〈u〉 for some u ∈ G,
〈Π(u)〉 = X and if K ∼= Ts × Zq, then |X||q.

Definition 8.3.10. Let X ∈ Z. A Cartan subgroup of G of type X is a
maximal closed Abelian subgroup of G of type X.

The next result generalizes the maximal torus theorem to non-connected com-
pact Lie groups.

Theorem 8.3.11. Let X ∈ Z.

(1) Any two Cartan subgroups of G of type X are conjugate subgroups of G.
(2) Suppose that K = 〈u〉 = Ts × Zm is a Cartan subgroup of G and that u

lies in the connected component G? of G. Then for every x ∈ G?, there
exists t ∈ G0 such that x ∈ tKt−1.

We define rk(G,X) = s to be the dimension of a Cartan subgroup of type X and
con(G,X) = m to be the number of connected components of a Cartan subgroup
of type X.

Proof. See [30]. �

Corollary 8.3.12. Let X ∈ Z and suppose |X| = p. Let K ⊂ G be a closed
Abelian subgroup of type X. Then

(1) K ∼= Tr × Zs, where con(G,X)|s.
(2) There exists a Cartan subgroup K ′ of type X such that K ′ ⊃ K.

Proof. Since K is monogenic, it follows from lemma 8.3.7 that K ∼= Tr×Zs,
for some s ≥ 0. Since Tr is connected and Π(K) = X, it follows that con(G,X)|s,
proving (1). In order to prove (2), choose any Cartan subgroup J of G which is of
type X and suppose that K = 〈u〉. By theorem 8.3.11(2) that there exists t ∈ G0

such that u ∈ tJt−1. Hence K is contained in the Cartan subgroup tJt−1. �
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Examples 8.3.13. (1) If G = ×nO(2), then G/G0
∼= Zn2 . For 0 ≤ r ≤ n,

let H(r) be the subgroup of G generated by (e, . . . , e,
r

︷ ︸︸ ︷

κ, . . . , κ), where κ is any
element of O(2) \ SO(2). Then Π(H(r)) = X ∈ Z(G), |X| = 2, and rk(G,X) =
n− r.
(2) Let n ≥ 2. Then O(n)/SO(n) ∼= Z2. We have

rk(O(n),Z2) =

{

rk(SO(n))− 1 if n is even
rk(SO(n)) if n is odd

Lemma 8.3.14. Let X ∈ Z and suppose |X| = q. There exists a smallest
p ≥ 1 and u ∈ G, such that

(1) 〈u〉 ∼= Zpq.
(2) Π(〈u〉) = X.

Proof. Pick v ∈ G such that 〈Π(v)〉 = X. By corollary 8.3.12, there exists
a Cartan subgroup K of type X containing v. By lemma 8.3.7, K = Ts × Zpq,
where p ≥ 1, s ≥ 0. Pick (e, u) ∈ Ts×Zpq such that Zpq = 〈u〉. Then Π(〈u〉) = X
and |〈u〉| = pq. Minimality of p follows easily from corollary 8.3.12. �

Remark 8.3.15. Note that the group Ts × Zpq constructed in the proof of
lemma 8.3.14 meets G0 in p connected components. Contrary to what is claimed
in [58, Lemmas 4.1,4.2], we cannot generally find an element u ∈ G which has
order |X| and satisfies 〈Π(u)〉 = X unless G ∼= G0 o G/G0 (that is, G is a split
extension of G0).

Exercise 8.3.16 (see [183, Example 4.2]). Let H be a connected subgroup of
SO(2n), n ≥ 1 and assume that −I ∈ H. Embed H in SO(4n) as {(A,A−1) | A ∈

H}. Given B ∈ SO(2n), define κ =

(

0 B
−B−1 0

)

∈ SO(4n). Then κ4 = I and

κ2 = −I ∈ H ⊂ SO(4n). Assume that B ∈ NSO(2n)(H). If we let G denote the
subgroup of SO(4n) generated by H and κ, show that (a) G0 = H, G/G0

∼= Z2,
(b) if Π : G → G/H denotes the quotient map then the order of Π(κ) is always
2 and half the order of any u ∈ G such that Π(u) = Π(κ). (Explicit examples
can be obtained for n ≥ 1 by taking H to be a maximal torus of SO(2n) and
B ∈ NSO(2n)(H).)

Definition 8.3.17. Let X ∈ Z, u ∈ G and X = 〈Π(u)〉. If u satisfies the
conditions of lemma 8.3.14, we call u a representative generator of X.

Remark 8.3.18. Every representative generator for X lies in at least one
Cartan subgroup of type X.

Exercise 8.3.19. Suppose X ∈ Z(G) and K is a type X subgroup of G.
Show that there exists u ∈ K such that |〈Π(u)〉| = p|X|, where p satisfies the
minimality condition of lemma 8.3.14.
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Exercise 8.3.20. Let X ∈ Z(G) and suppose that the connected component
G? of G maps by Π to a generator of X. Show that the subset of G? consisting
of u such that 〈u〉 is a Cartan subgroup of type X is dense in G?.

8.3.2. Dynamics on relative fixed sets & periodic orbits. Given f ∈
DiffG(G/H), set Π(Of ([H]) = Xf ∈ Z(N(H)/H).

Proposition 8.3.21. Suppose that f ∈ DiffG(G/H) ≈ N(H)/H. If C is the
connected component of N(H)/H containing f , then

(1) For all g ∈ C, Π(Og([H])) = Xf (Xf depends only on the G-isotopy
class of f in DiffG(G/H)).

(2) There is a dense full-measure subset C? of C such that if g ∈ C?, then
Og([H]) is a type Xf Cartan subgroup of N(H)/H. That is, Og([H]) ∼=
Tr × Zm, where r = rk(N(H)/H,Xf ), m = con(N(H)/H,Xf ).

Proof. Part (1) is immediate since all points in C project to the (same)
generator of Xf . For the density part of (2), use exercise 8.3.20. We omit the
proof of the full measure statement which relies on Fubini’s theorem (the measure
will be Haar measure on N(H)/H). �

Before giving our next result, we briefly recall the definition of a smooth
foliation. A smooth foliation F of a manifold M consists of a smoothly locally
trivial partition of M into smooth submanifolds, all of the same dimension. As
basic examples, the integral curves of a nowhere zero vector field on M define a
1-dimensional foliation (“flow-box” theorem) and the fibers of a smooth locally
trivial fibre bundle π : E → X define a smooth foliation of E.

Proposition 8.3.22. Let f ∈ DiffG(G/H). There is a unique smooth folia-
tion F = {Fx | x ∈ G/H} of G/H satisfying

(1) F is G-invariant: gFx = Fgx, for all g ∈ G, x ∈ G/H.
(2) Leaves are f -invariant: f(Fx) = Fx, for all x ∈ G/H.
(3) For each x ∈ G/H, Fx is naturally isomorphic to a compact Abelian

subgroup of N(Gx)/Gx. f |Fx is transitive and acts by right translation
by (u, η), where 〈(u, η)〉 ≈ Fx.

(4) For each x ∈ G/H, Fx ∼= Tr × Zp, where r ≤ rk(N(H)/H,Xf ) and
p = s con(N(H)/H,Xf ), s ≥ 1.

Proof. For x ∈ G/H, we define Fx = Of (x). The listed properties are
immediate from our constructions and definitions. �

It remains to discuss the case of relative periodic orbits of an equivariant
diffeomorphism. Suppose that α ⊂M is a relative periodic orbit of relative prime
period p. Identify α with G/H and define Σ = ∪p−1

i=0 f
i(G/H). Set f = f |Σ. We

may represent f : Σ → Σ as a skew product φc : Zp × G/H → Zp × G/H over
φ : Zp → Zp, where φ(r) = r + 1, mod p, and c : Zp → N(H). That is,

φc(r, g[H]) = (r + 1, g[H]c(r)).
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Just as we did for relative fixed sets, we can to reduce to studying skew extensions
φc : Zp×N(H)/H → Zp×N(H)/H, where φ is as previously defined and c : Zp →
N(H)/H. In other words, DiffG(Σ) can be identified with C0(Zp, N(H)/H). Let

ηf =
∏p−1

i=0 c(r) ∈ N(H)/H and Xf = 〈Π(ηf )〉 ∈ Z(N(H)/H).

Proposition 8.3.23. (Notation as above)

(1) Suppose that f, f ′ : Σ → Σ. If ηf , ηf ′ lie in the same connected compo-
nent C of N(H)/H then Xf = Xf ′.

(2) There is a dense full-measure subset C? of C such that if ηf ∈ C?, then
Of ([H]) meets each fiber {r} ×N(H)/H in a type Xf Cartan subgroup
of N(H)/H. In particular, every f ∈ DiffG(Σ) ≈ C0(Zp, N(H)/H) can
be approximated by g ∈ DiffG(Σ) such that Og([H]) meets the fibres of
Zp → N(H)/H in a Cartan subgroup.

Proof. The result follows from the corresponding results on relative fixed
sets. Note that for the perturbation theory it suffices to perturb c at r − 1. �

8.3.3. Isotopy lemmas.

Definition 8.3.24 ([54, 56]). Let X be a G-space. A map χ : X → G is
skew (G)-equivariant if χ(gx) = gχ(x)g−1 for all x ∈ X, g ∈ G.

Exercise 8.3.25. (1) Suppose that f ∈ DiffG(M) and χ : M → G is skew
equivariant. Show that χf ∈ DiffG(M) (we define (χf)(x) = χ(x)f(x), x ∈M).
(2) Suppose that M is a compact G-manifold and all G-orbits have the same
dimension, say g > 0. Suppose that f : M → M induces the identity map
on the orbit space. Show that if f is smoothly isotopic to the identity map
of M by an isotopy covering the identity map on M/G, then f = χIM , where
χ : M → G is skew G-equivariant. (Hint: Observe that the assumptions imply
that f(x) ∈ N(Gx)0x for all x ∈ M . Use a covering by slices and the results of
section 3.10.3. See also [56, Lemmas C,D].)
(3) Suppose that (C2, SU(2)) is the standard representation of SU(2) on C2 (re-

gard SU(2) as the group of complex matrices

(

a b
−b̄ ā

)

, where |a|2 + |b|2 = 1).

Show that if Aθ ∈ LSU(2)(C2,C2) is defined as complex multiplication by eıθ,
then Aθ cannot be represented as χIC2 , where χ : C2 → SU(2) is a smooth skew
equivariant map (see [54, Example 4]).

Suppose that H is a closed subgroup of G and f ∈ DiffG(G/H). Let π : E →
G/H be a smooth G-vector bundle over G/H. We denote the zero section of E
by E0.

Lemma 8.3.26. (Notation as above.) Let F ∈ DiffG(E) and suppose that
F |E0 = f (that is, fπ|E0 = πF |E0). We may choose a G-invariant open neigh-
bourhood U of E0 ⊂ E such that F |U is smoothly G-isotopic to F̄ : U → E
where
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(1) F̄ |E0 = f and F̄ is fibre preserving (that is, fπ|U = πF̄ |U).
(2) F = χF̄ , where χ : U → G is a smooth skew G-equivariant map such

that χ(x) ∈ C(Gx), for all x ∈ U .

Proof. Let x = [H] ∈ G/H and set y = f(x). Since F is 1:1, Gy = H.
The fiber Ey is a slice for the action of G on E at y. By lemma 3.10.6, we may
choose an open neighbourhood V of y ∈ G/H and an admissible local section
σ : V ⊂ G/H → G. Set W = π−1(V ) ⊂ E. We see from lemma 3.10.8 that
the map ρσ : Ey × V → W defined by ρσ(z, v) = σ(v)z is an H-equivariant
diffeomorphism such that for all z ∈ Ey and v = g[H] ∈ V , g ∈ N(Gz), we have
σ(v) ∈ CG(Gz)0 and ρσ(z, v) ∈ CG(Gz)0z (note remark 3.10.9). Let ν : W →
G be the smooth map uniquely defined by the condition ν(σ(v)z) = σ(v), all
(z, v) ∈ Ey × V . Since ρσ is H-equivariant we have ν(hw) = hν(w)h−1, w ∈ W ,
h ∈ H. Choose an H-invariant open neighbourhood Ux of 0 ∈ Ex such that
F (Ux) ⊂ W . Define F̄ |Ex by F̄ (u) = ν(F (u))−1F (u). Since ν is H-equivariant,
and ν(F (u))−1 ∈ C(Gu), F̄ : Ux → Ey is well-defined and H-equivariant. Clearly
F̄ (Ux) ⊂ Ey. Set U = G(Ux). Then F̄ extends G-equivariantly to a G-equivariant
fibre preserving embedding F̄ : U → E. Obviously, F̄ |E0 = f . Shrinking V, Ux
if necessary, we may suppose that there is a smooth map η : V → g such that
σ(v) = exp(η(v)), all v ∈ V . Define Ft|Ex by Ft(e) = exp(η(−tv)F (e), t ∈ [0, 1].
Extending Ft G-equivariantly to U defines the required isotopy of G-equivariant
embeddings between F and F̄ . Finally, it follows from the construction that we
may write F = χF̄ , where χ : U → G is smooth and χ|Ux is skew H-equivariant.
Since F̄ , F are G-equivariant, we deduce easily that χ is skew G-equivariant. �

Suppose that f ∈ DiffG(M) and that α = G/H is a relative fixed set of f . As
far as dynamics of f in a neighbourhood of α are concerned, lemma 8.3.26 implies
that, modulo drifts along group orbits, it no loss of generality to assume f pre-
serves a family of slices foliating a neighbourhood of α. Lifting to the associated
normal bundle π : E → α = G/H, we may therefore assume that f ∈ DiffG(E)
is fibre preserving and covers f |G/H. The drift can be recovered (locally) by
composing with the reciprocal of the skew equivariant map χ constructed in
lemma 8.3.26.

Exercise 8.3.27. Show, using lemma 8.3.26, how theorem 8.2.5 can be de-
duced from the stable manifold theorem for hyperbolic fixed points and periodic
points of a diffeomorphism.

Let DiffG(E, f) denote the space of smooth G-equivariant fibre preserving
maps F : E → E such that F |E0 = f , where f ∈ DiffG(G/H).

Lemma 8.3.28. Let F ∈ DiffG(E, f). There exists a smallest integer p ≥ 1,
G-equivariant isotopies ft ∈ DiffG(G/H), Ft ∈ DiffG(E, ft), t ∈ [0, 1], and a
smooth skew G-equivariant family χt : G/H → G such that

(1) χ0 = e, F0 = F , f0 = f , and fp1 = IG/H .
(2) ft = χtf0, Ft = χtF0, t ∈ [0, 1].
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(3) χt(x) ∈ C(Gx)0, for all x ∈ G/H, t ∈ [0, 1].

The integer p = con(N(H)/H,Xf ) (notation of proposition 8.3.21).

Proof. Let f correspond to the element n̂ ∈ N(H)/H. Let K = Ts×Zp be
a Cartan subgroup of type Xf containing 〈n̂〉. Choose n̂1 ∈ K such that n̂1, n̂ lie
in the same connected component of K and n̂p1 = e. Let {kt ∈ N(H) | t ∈ [0, 1]}
be a smooth curve such that k̂0 = n̂, k̂1 = n̂1. We define ft ∈ DiffG(G/H)

by ft([H]) = kt[H]. Since n̂p1 = k̂p1 = e, fp1 = IG/H . Since kt = (ktk
−1
0 )k0

and ktk
−1
0 ∈ N(H)0, there are smooth curves ηt ∈ c(h) and ht ∈ H such that

ktk
−1
0 = exp (ηt)ht, t ∈ [0, 1], and η0 = h0 = e. Hence ft([H]) = exp (ηt)f([H]). If

we define χt([H]) = exp (ηt), then χt extends skew G-equivariantly to a smooth
map χt : G/H → G. Set Ft = χtF , t ∈ [0, 1]. �

Remark 8.3.29. Lemma 8.3.28 implies that, modulo drifts along group orbits,
it is no loss of generality to assume that every relative fixed set of f ∈ DiffG(M)
is a G-orbit of periodic points.

8.3.4. Stabilities of relative fixed sets and periodic orbits. Let V be
a real vector space and A ∈ L(V, V ). Let E(A) ⊂ C denote the set of eigenvalues
of A. We define the reduced spectrum of A by

spec(A) = {|λ| | λ ∈ E(A)}.
If µ ∈ spec(A) then the multiplicity of µ is defined to be the sum of the multi-
plicities of all λ ∈ E(A) such that |λ| = µ. For m ∈ Z, we define spec(A)m =
{µm | µ ∈ spec(A)}. Of course, spec(A)m = spec(Am).

Example 8.3.30. If A ∈ O(V ), then spec(A) = {1} (multiplicity is dim(V )).

Let α be a relative fixed set of f ∈ DiffG(M). Given x ∈ α, suppose
nf(x) = x, where n ∈ N(Gx). Set fn = nf ∈ Diff(M). Clearly, fn(x) = x
and so Txfn ∈ L(TxM,TxM). Unless G is Abelian, fn will generally not be
G-equivariant. Define

spec(f, α) = spec(Tx(fn)).

We call spec(f, α) the reduced spectrum of f along α.

Theorem 8.3.31. (Notation as above.) spec(f, α) is independent of the
choice of x ∈ α, n ∈ N(Gx). Furthermore,

(1) The multiplicity of 1 ∈ spec(f, α) is greater than or equal to dim(G/H).

(2) If f̃ ∈ DiffG(M) induces the same map on M/G as f , then

spec(f, α) = spec(f̃ , α).

We break the proof of theorem 8.3.31 into several lemmas.

Lemma 8.3.32. Let f ∈ DiffG(G/H). Then spec(f,G/H) = {1} and the
multiplicity of 1 is equal to dim(G/H).
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Proof. As in the proof of lemma 8.2.3, take the G×N(H)-action on G/H
defined by (g, n)k[H] = gkn−1[H] and choose a G×N(H)-invariant Riemannian
metric ξ on G/H. If f([H]) = n[H], then fn = n−1f is an isometry with respect
to ξ and so T[H]fn ∈ O(T[H]G/H). �

Lemma 8.3.33. Let (V,G) be a G-representation and suppose A ∈ LG(V, V )
satisfies A(Gx) = Gx, for all x ∈ V . Then,

(1) spec(A) = {1}.
(2) If B ∈ LG(V, V ), spec(AB) = spec(B).

Proof. Statement (1) follows by noting that the condition on A implies
that if ⊕iVi is any direct sum decomposition of V as a sum of R-irreducible
representations then A(Vi) = Vi. Using the real isotopic decomposition of V
(theorem 2.7.10), we may reduce (2) to the special case V = W p, (W,G) is
irreducible. Choose a decomposition V = ⊕iW with respect to which B is in
upper triangular form (this will be over R or C according to whether (W,G) is
irreducible of real, complex or quaternionic type respectively). The result follows
since A is diagonal with respect to the decomposition V = ⊕iW . �

Lemma 8.3.34. Let K be a compact Abelian Lie group and (V,K) be a real
representation of K. Then

spec(kA) = spec(A), A ∈ LK(V, V ), k ∈ K.

Proof. Since K is Abelian, every k ∈ K defines a K-equivariant linear
isomorphism of V . Obviously k(Kx) = Kx, for all x ∈ V . Hence the result by
lemma 8.3.33(2). �

Lemma 8.3.35. Let H be a compact subgroup of the compact Abelian Lie
group K. Suppose π : E → K/H is a smooth K-vector bundle over K/H and
A : E → E is a smooth K-vector bundle map covering a ∈ DiffK(K/H). For
x ∈ K/H, choose k ∈ K such that ka(y) = y. Then spec(kA|Ex) is independent
of the choice of x ∈ K/H and k ∈ K and depends only on A.

Proof. Since K is Abelian, Kx = H for all x ∈ K/H. Hence each fiber
Ex has the structure of an H-representation. If ka(x) = x for some x ∈ K/H,
then ka(y) = y for all y ∈ K/H. Suppose y = gx. Since kA = g(kA)g−1,
spec(kA|Ex) = spec(kA|Ey) and so it is enough to show that spec(kA|Ex) is
independent of the choice of k. If ka(x) = k′a(x), then k′A = (k′k−1)kA and so
spec(kA|Ex) = spec(k′A|Ex) by lemma 8.3.34. �

Lemma 8.3.36. Let H be a compact subgroup of G and π : E → G/H be
a smooth G-vector bundle over G/H. Suppose that A : E → E is a G-vector
bundle map covering a ∈ DiffG(G/H). Given x ∈ G/H, choose g ∈ G such
that ga(x) = x. Then spec(gA|Ex) is independent of the choice of x and g and
depends only on A.
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Proof. As in lemma 8.3.35, the problem is to show that spec(gA|Ex) is
independent of g. Suppose first that G is finite and that ga(x) = ḡa(x) = x,
where g, ḡ ∈ G. Then gnAn = ḡnAn, n ≥ 0. Choosing n > 0 so that gn =
ḡn = e, we see that spec((gA|Ex)n) = spec((ḡA|Ex)n) = spec(An|Ex) and so
spec(gA|Ex) = spec(ḡA|Ex). For the general case, suppose x = [H] ∈ G/H and
start by assuming that N(H) is connected. Let g lie in a maximal torus T of
N(H) and suppose ḡ ∈ T satisfies ḡa(x) = x. Then g−1ḡ ∈ H ∩ T = S which
is compact Abelian. Since Ex is an S-representation, lemma 8.3.35 implies that
spec(gA|Ex) = spec(ḡA|Ex). Any ḡ ∈ N(H) satisfying ḡa(x) = x is a conjugate
of some g ∈ T satisfying ga(x) = x. That is, there exists p ∈ N(H) such that ḡ =
pgp−1. Since pgp−1A = p(gA)p−1, we have spec(gA|Ex) = spec(ḡA|Ex). Finally,
if N(H) is not connected, we can choose m ≥ 1 such that am(x) ∈ N(H)0x. The
previous argument then applies together with that given for finite groups. �

Remark 8.3.37. In future, we denote the common value of spec(gA|Ex) by
spec(A) and refer to spec(A) as the reduced spectrum of the map A.

Lemma 8.3.38. Let α be a relatively fixed set of f ∈ DiffG(M).

(1) spec(f, α) is well-defined, independent of choices.
(2) The multiplicity of 1 ∈ spec(f, α) is greater than or equal to dim(α).

(3) spec(fm, α) = {µm | µ ∈ spec(f, α)} def= spec(f, α)m, m ∈ Z.

Proof. (1) Take E = TαM , A = Tf |TαM , and apply lemma 8.3.36. (2) Ob-
serve that TαM contains the Tf -invariant subbundle Tα and apply lemma 8.3.32.
(3) Let x ∈ α and choose g ∈ G such that gf(x) = x. Since (gTf)m = gmTfm

and gmfm(x) = x, (3) is immediate from the definitions. �

Lemma 8.3.39. Let E → G/H be a smooth G-vector bundle over G/H. Sup-
pose A : E → E is a smooth G-vector bundle map covering a ∈ DiffG(G/H) and
χ : G/H → G is smooth and skew G-equivariant. Then spec(χA) = spec(A).

Proof. Immediate from the definition of spec(A). �

Lemma 8.3.40. Let H be a compact subgroup of G and π : E → G/H be a
smooth G-vector bundle over G/H. Suppose that A, Ā : E → E are G-vector
bundle maps covering a, ā ∈ DiffG(G/H) and that A, Ā induce the same maps on
E/G. Then spec(A) = spec(Ā).

Proof. It suffices to find m > 0 such that spec(Am) = spec(Ām). Using
lemma 8.3.28, we may find m > 0 and a smooth skew G-equivariant map χ :
G/H → G such that Am = χĀm. By lemma 8.3.39, spec(Ām) = spec(χĀm) =
spec(Am). �

Proof of theorem 8.3.31 We have already proved that spec is well-defined
and that the multiplicity of 1 ∈ spec(f, α) is at least dim(α) (lemma 8.3.38). For
(2) of theorem 8.3.31 take E = TαM , A = Tf |E in lemma 8.3.40. �
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As an immediate corollary of theorem 8.3.31 we have the following character-
ization of generic relative fixed sets and periodic orbits.

Theorem 8.3.41. Let f ∈ DiffG(M).

(1) If α is a relative fixed set of f , then α is generic if and only if 1 ∈
spec(f, α) has multiplicity equal to dim(α).

(2) If α is a relative periodic orbit of f of relative prime period m, then α is
generic if and only if 1 ∈ spec(fm, α) has multiplicity equal to dim(α).

8.3.5. Perturbation theory. Let α be a relative fixed set of f ∈ DiffG(M).
Fix x ∈ α, set Gx = H and identify α with G/H so that x corresponds to
[H] ∈ G/H. Let N = TαM/Tα → α denote the normal bundle of α and
Nf : N → N denote the map induced by Tf |TαM . The relative fixed set α is
generic if and only if 1 /∈ spec(Nxf) (lemma 8.3.32).

Let ρ : H → GL(Nx) denote the representation of H induced on the normal
fibre Nx. Since Gf(x) = H, Nxf : Nx → Nf(x) defines an isomorphism of the
H-representations (Nx, H) and (Nf(x), H). Pick n ∈ N(H) such that nf(x) = x.
Unless G is Abelian, the map fn = nf : N → N will generally not be equivariant
and, in particular, Nxfn : Nx → Nx will not be H-equivariant. However, we
can define a new representation ρ̄ of H on Nx so that Nxfn : Nx → Nx is H-
equivariant with respect to the given representation ρ on the domain and the new
representation ρ̄ on the range. For this we define ρ̄ : H → GL(Nx) by

ρ̄(h) = nhn−1, h ∈ H.

Since Nfn(ρ(h)v) = nhNf(v) = nhn−1nNf(v) = ρ̄(h)Nfn(v), h ∈ H, v ∈ Nx,
Nxfn : Nx → Nx is H-equivariant with respect to ρ, ρ̄.

Lemma 8.3.42. (1) The representations ρ, ρ̄ of H on Nx are isomorphic.
(2) The actions of ρ, ρ̄ on Nx have the same H-orbits. In particular, a

function on Nx is H-invariant with respect to ρ if and only if it is H-
invariant with respect to ρ̄.

Proof. (1) The map Nfn : Nx → Nx intertwines ρ and ρ̄. For (2) it suffices
to note that since n ∈ N(H), nhn−1 ∈ H, all h ∈ H and so ρ̄(H)(v) = ρ(H)(v),
for all v ∈ Nx. �

Remarks 8.3.43. (1) Although the representations ρ, ρ̄ on Nx are isomorphic
and have the same H-orbits, the actions will generally differ unless n ∈ C(H).
In particular, the identity map I : (Nx, ρ) → (Nx, ρ̄) will generally not be H-
equivariant. (See also section 10.7.)
(2) Let H be a closed subgroup of G, (V,H) be an H-representation and con-
sider the G-vector bundle p : G ×H V → G/H. Suppose that Gx = Gy = H,
x, y ∈ G/H. It is not generally true that the H-representations (p−1(x), H) and
(p−1(y), H) are isomorphic. Examples are (implicit) in section 10.7.
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Proposition 8.3.44. Suppose α is a relative fixed set of f ∈ DiffG(M). Given
any C1-open neighbourhood U of f , and a G-invariant open neighbourhood U of
α in M , we may choose f̄ ∈ U such that

(1) f = f̄ on M \ U .
(2) α is a generic relative fixed set for f̄ .

A similar result holds for relative periodic orbits.

Proof. As there is nothing to prove if α is generic for f , we suppose α is
not generic. Let x ∈ α, set Gx = H and choose n ∈ N(H) so that nf(x) = x.

Set fn = nf . Let Sx ⊂ Tx be differentiable slices at x such that G(f(Sx)) ⊂
G(Tx). It is no of generality, by lemma 8.3.26 and theorem 8.3.31, to assume
that f(Sx) ⊂ Tf(x). Under this assumption, fn : Sx → Tx. Let λ : Sx → R be a
smooth H-invariant function on Sx which is equal to one near x and is zero near
the boundary of Sx. By lemma 8.3.42(2) λ is H-invariant with respect to the
action ρ̄ on Sx defined by ρ̄(h) = nhn−1, h ∈ H. For t ∈ [0, 1], define the map
f tn : Sx → Tx by

f tn(y) = (tλ(y) + 1)fn(y), y ∈ Sx.
We have spec(Txf

t
n) = (t + 1)spec(Txfn). In particular, we may choose ε > 0,

so that 1 /∈ spec(Txf
t
n) for t ∈ (0, ε]. Taking ε > 0 smaller if necessary, we may

also require that f tn is a smooth H-equivariant embedding for all t ∈ [0, ε] (we
take the action of ρ̄ on the range). Hence for t ∈ [0, ε], f t = n−1f tn : Sx → Tf(x)

is H-equivariant. Since f t = f near the boundary of Sx, f t extends smoothly
and G-equivalently to M . This proves the result since 1 /∈ spec(Nf t), for all
t ∈ (0, ε]. �

8.3.6. Genericity theorems for equivariant diffeomorphisms. For p ∈
N+, let G1(M ; p) ⊂ DiffG(M) denote the set of all diffeomorphisms f such that
if α is a relative periodic orbit of f of relative prime period at most p, then α is
generic. We set

G1(M) = ∩p≥1G1(M ; p).

If f ∈ G1(M) then all relative periodic orbits of f are generic.
Let f ∈ G1(M ; p) and suppose that α is a relative periodic orbit of f of

relative prime period q ≤ p. We say α is ?-generic if the dimension of Ofq(x),
x ∈ α, is maximal (that is, the orbits of f q determine Cartan subgroups – see
proposition 8.3.23). Let G?1(M ; p) denote the subset of G1(M ; p) consisting of
diffeomorphisms such that all relative periodic orbits of relative prime period
q ≤ p are ?-generic. We set

G?1(M) = ∩p≥1G?1(M ; p).

Theorem 8.3.45 ([52]). Suppose that M is a compact G-manifold.

(1) For all p ∈ N+, G1(M ; p) is an open and dense subset of DiffG(M).
(2) G1(M) is a residual subset of DiffG(M).
(3) For all p ∈ N+, G?1(M ; p) is a dense subset of G1(M ; p).
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(4) G?1(M) is a dense subset of DiffG(M).

Similar results hold if M is not compact provided we take the Whitney C∞-
topology on DiffG(M).

Proof. (Sketch) (1) We start by proving that G1(M ; 1) is open in the C1-
topology on DiffG(M). Let f ∈ G1(M ; 1). It suffices to construct a C1-open
neighbourhood of f contained in G1(M ; 1). Since M is compact, f has finitely
many relative fixed sets, say α1, . . . , αk. By theorem 8.2.5, we can choose a
C1-open neighbourhood U of f and G-invariant open neighbourhoods Ui of αi,
1 ≤ i ≤ k, such that if f̄ ∈ U , then each Ui contains a unique relative fixed
set ᾱi of f̄ and ᾱi is generic. Let X = M \ ∪iUi. Then X is a compact G-
invariant subset of M . For f̄ ∈ U , define Rf̄ = infx∈X d(f̄(x), Gx) (d is any
G-invariant metric on M compatible with the topology on M). The compactness
of X implies that Rf > 0. We have d(f(x), Gx) ≤ d(f̄(x), f(x)) + d(f̄(x), Gx)
and so Rf̄ ≥ Rf − infx∈X d(f(x), g(x). We may choose a C0-open neighbourhood

U? of f within U such that if f̄ ∈ U?, then Rf̄ ≥ Rf/2 > 0. Hence U? ⊂ G1(M ; 1)
proving that G1(M ; 1) is open in the C1-topology. A similar argument shows that
G1(M ; p) is open in the C1-topology for all p ≥ 1.

Next we prove G1(M ; p) is C∞ dense in DiffG(M). We start by assuming that

G acts freely on M . Let f̃ ∈ Diff(M/G) denote the map induced by f on the orbit

space M/G. Since the action of G on M is free, ˜Diff(M/G) = {f̃ | f ∈ DiffG(M)}
is an open subset of Diff(M/G) and the map f 7→ f̃ is continuous. Furthermore,

if f ∈ DiffG(M), we can find an open neighbourhood V of f̃ ∈ Diff(M/G) and
continuous local section ξ : V → DiffG(M) such that f ∈ ξ(V ) and

ξ(g̃) = g, for all g ∈ ξ(V ).

For p ∈ N+, let G0(M/G; p) ⊂ Diff(M/G) consist of all diffeomorphisms k such
that the graph map graph(kq) : M/G → M/G × M/G, x 7→ (x, kq(x)), is
transverse to the diagonal ∆(M/G) ⊂ M/G ×M/G, 1 ≤ q ≤ p. Using stan-
dard transversality arguments, G0(M/G; p) is a C1-open and C∞-dense subset of

Diff(M/G). Hence G0(M ; p) = {f ∈ DiffG(M) | f̃ ∈ G0(M/G; p)} is a C1-open
and C∞-dense subset of DiffG(M) (density uses the existence of continuous local
sections of DiffG(M)→ Diff(M/G)). Now M is compact and so if f ∈ G0(M ; p)
then f has finitely many relative periodic orbits of relative period at most p. Ap-
plying proposition 8.3.44 to each of these (stable) relative fixed sets, we deduce
that G1(M ; p) is dense in G0(M ; p) and hence in DiffG(M). If the action of G
on M is monotypic then we may apply the same argument to the free N(H)/H-
manifold MH , where H is an isotropy group for the action of G on M . Finally,
suppose the action of G is not monotypic. Let f ∈ DiffG(M). It suffices to
show that U ∩ G1(M ; p) 6= ∅, where U is an open neighbourhood of f . Choose
a filtration M1 ⊂ M2 ⊂ . . . ⊂ MN = M of M defined by the isotropy strata.
Each set Mi will be a compact G-invariant subset of M , Ni = Mi+1 \Mi will
be a union of orbit strata and ∂Ni = Mi, 1 ≤ i < N (we refer to section 3.7.1).
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Note that M1 consists of maximal isotropy strata and is a compact G-invariant
submanifold of M (the dimensions of components may vary). Our argument pro-
ceeds by an upward induction on the filtration. We start with M1. Since M1 is
a disjoint union of compact monotypic G-manifolds, there is an open and dense
subset G1

1(M ; p) of DiffG(M) such that if k ∈ G1
1(M ; p), then k|M1 has finitely

many relative periodic orbits of relative prime period at most p. It follows from
proposition 8.3.44 that we may require that these orbits are generic as relative
periodic orbits of k : M → M . Choose k1 ∈ G1

1(M ; p) ∩ U . By theorem 8.2.5
we can choose a C1-open neighbourhood U1 ⊂ U of k1 and a G-invariant open
neighbourhood U1 of M1 ⊂ M such that if k̄ ∈ U1 then every relative periodic
orbit of k̄ of relative prime period at most p that meets U1 is generic and a subset
of M1. This completes the first inductive step. At the nth step, we will have
constructed kn ∈ U , a C1-open neighbourhood Un ⊂ U of kn, and a G-invariant
open neighbourhood Un of Mn ⊂ M such that if k̄ ∈ Un, then every relative pe-
riodic orbit of k̄ of relative prime period at most p that meets Un is generic and
a subset of Mn. Suppose n < N (otherwise we are done). Then Mn+1 \ Un is a
finite union of compact disjoint monotypic G-manifolds. The previous argument
therefore applies to complete the inductive step.

Statement (2) follows since DiffG(M) is a Baire space. Finally, we prove (3,4).
We start by making a choice for each r ≥ 0 of a metric dr on DiffG(M) that defines
the Cr topology. We require that dr ≤ dr+1, r ≥ 0. Let f ∈ G1(M). The set of
relative periodic orbits of f is countable. For n ≥ 1, let P (f, n) ⊂M denote the
set of relative periodic orbits of f of relatively prime period exactly n. It follows
from theorem 8.2.5 that, for each n ≥ 1, we may construct an open G-invariant
neighbourhood Un of P (f, n) such that Un ∩ ∪n−1

j=1P (f, j) = ∅. Let ε > 0 and
r ∈ N+. Using propositions 8.3.23, 8.3.44, we may construct (fn) ⊂ G1(M) such
that

(1) f0 = f .
(2) For n ≥ 0, the maps induced by f , fn on M/G are equal.
(3) fn = fn−1 outside Un, n ≥ 1.
(4) fn ∈ G?1(M ;n).
(5) dr+n(fn, fn−1) < ε/(2n2), n ≥ 1.

It follows from (5) that (fn) converges to f̄ ∈ DiffG(M). Since fn − f = (fn −
fn−1) + . . .+ (f1 − f), and dr ≤ dn+r, it follows that dr(fn, f) < ε, n ≥ 1, and so
dr(f̄ , f) ≤ ε. Hence G?1(M) is Cr-dense in G1(M). Since this result holds for all
r ≥ 1, it follows that G?1(M) is C∞-dense in G1(M). �

Remark 8.3.46. The proof that G1(M ; p) is open and dense uses only ele-
mentary results (such as lemma 8.3.44) in combination with an upward induction
on the isotropy filtration (this methods appears in [52]. The inductive method
depends on proving openness and density results on each compact setMi in the fil-
tration M1 ⊂ . . . ⊂MN = M . A significantly less elementary proof can be based
on equivariant transversality (including jet transversality). This proof amounts



264 8. EQUIVARIANT DYNAMICS

to an equivariant version of the approach used in Abraham and Robbin [1] in
their proof of the Kupka-Smale theorem.

We now turn to the question of G-transversality of stable and unstable man-
ifolds. Let f ∈ G1(M). Suppose that Σ is a relatively periodic orbit of f – we
assume Σ is f -invariant and so Σ is a finite union of G-orbits. Let TΣ⊕Eu(Σ)⊕
Es(Σ) be the corresponding Tf -invariant splitting of TΣM . We may represent
the stable manifold W u(Σ) as the image of a G-equivariant injective immersion
ξuΣ : EuΣ →M mapping the zero section of EuΣ onto Σ. Similarly for ξsΣ : EsΣ →M .
Fix a G-invariant Riemannian metric on M . The bundles Eu(Σ),EsΣ inherit the
structure of Riemannian G-vector bundles from the induced Riemannian struc-
ture on TΣM . For T > 0, we let EuΣ(T ) = {e ∈ EuΣ | ‖e‖ ≤ T} denote the
T -disk bundle of EuΣ. We similarly define EsΣ(T ). Set W u(Σ, T ) = ξuΣ(EuΣ(T )) and
similarly define W s(Σ, T ). Thus W u(Σ, T ), W s(Σ, T ) are compact G-invariant
(embedded) submanifolds of M (with boundary).

Suppose that Σ1, Σ2 are relatively periodic orbits of f . We say that W u(Σ1) is
G-transverse to W s(Σ2) if ξuΣ1

: Eu(Σ1) → M is G-transverse to W s(Σ2) (equiv-
alently, if ξsΣ2

: Es(Σ2) → M is G-transverse to W u(Σ1)). Alternatively, and
equivalently, we may require that W u(Σ1, T ) is G-transverse to W s(Σ2, T ) for all
T > 0. If W u(Σ1) is G-transverse to W s(Σ2), we write W u(Σ1) tG W s(Σ2).

Let G2(M) be the subset of G1(M) for which the stable and unstable manifolds
of all relative periodic orbits meet G-transversally. Let G?2(M) = G2(M)∩G?1(M).

Theorem 8.3.47 (Equivariant Kupka-Smale theorem [52]). G2(M) is a resid-
ual subset of DiffG(M) and G?2(M) is a C∞-dense subset of DiffG(M).

Proof. (Sketch) Let p ∈ N+ and G2(M ; p) denote the subset of G1(M ; p)
consisting of diffeomorphisms for which W u(Σ1, p) is G-transverse to W s(Σ2, p)
whenever Σ1,Σ2 are relative periodic orbits of relative prime period at most p.
It follows easily from the openness of G-transversality that G2(M ; p) is an open
subset of G1(M ; p). Some careful perturbation theory then shows that G2(M ; p)
is dense in G1(M ; p) (see [52] for the case of flows – the method is based on the
technique of Peixoto [142]). Finally G2(M) = ∩p>0G2(M ; p). �

8.4. Equivariant vector fields

Much of the theory of dynamics of equivariant flows on and near relative
equilibria and periodic orbits is similar to, or follows from, the corresponding
theory for diffeomorphisms. As as result, we often omit or severely abbreviate
those proofs that are simple generalizations or reformulations of our results for
diffeomorphisms and instead focus on new issues as and when they arise.

8.4.1. Relative equilibria. We start with a result that gives dynamics on
a relative equilibrium.

Proposition 8.4.1. Let H be a closed subgroup of G.
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(1) Every G-equivariant vector field on G/H is smooth.
(2) C∞G (T (G/H)) ≈ n(h)/h ≈ c(h)/h ∩ c(h) and if X corresponds to η ∈

c(h), then for all x ∈ G/H, t ∈ R we have

ΦX
t (x) = x exp(tη), (x ∈ G/H, right N(H)-action on G/H),

= exp(tAd(g)(η))x, where x = g[H].

(3) If X ∈ C∞G (T (G/H)), there is a ΦX-invariant foliation FX = {FXx | x ∈
G/H} of G/H by s-dimensional tori satisfying:
(a) FXx = closure(ΦX

x (R)), x ∈ G/H.
(b) FXgx = gFXx , for all g ∈ G, x ∈ X.
(c) 1 ≤ s ≤ rk(N(H)/H).
(d) ΦX |FXx is the identity, a periodic orbit or an irrational torus flow

according to whether s = 0, 1 or s > 1 respectively.
(e) The subset of c(h) defining flows for which s = rk(N(H)/H) is a

full measure subset of c(h).

Proof. (1) If X is a G-equivariant vector field on G/H then X(g[H]) =
gX([H]), for all g ∈ G. Since the left action of G on G/H is smooth, X ∈
C∞G (T (G/H)). (2) A vector X ∈ T[H]G/H ≈ g/h extends to a G-equivariant
vector field on G/H if and only if X ∈ (g/h)H ≈ n(h)/h ≈ c(h)/c(h) ∩ h, where
the last isomorphism is the Lie algebra version of corollary 3.10.3. The expressions
for ΦX

t come from section 3.3 and remarks 3.10.1(2). (3) These statements are
proved along similar lines to the corresponding results for relative fixed points.
For example, Φx(R) inherits the structure of a connected Abelian group from R
and so closure(ΦX

x (R)) is a compact connected Abelian group and therefore a
torus (theorem 1.5.16). We leave the remaining details to the reader. �

8.4.2. Stability of relative equilibria. Suppose that α is a relative equi-
librium of X ∈ C∞G (TM). We recall that α is generic if α is normally hyperbolic
for the flow of X. We start by showing that normal hyperbolicity can be charac-
terized in terms of spectral conditions on a linearization of X along α.

Let V be a real vector space, A ∈ L(V, V ) and E(A) ⊂ C denote the set of
eigenvalues of A. We define the v-reduced spectrum of A by

vspec(A) = {Re(λ) | λ ∈ E(A)}.
If µ ∈ vspec(A) then the multiplicity of µ is defined to be the sum of the multi-
plicities of all λ ∈ E(A) such that Re(λ) = µ. We remark that for all t ∈ R,

(8.5) spec(exp(At)) = {exp(tµ) | µ ∈ vspec(A))} def
= exp(t vspec(A)).

Lemma 8.4.2. Let α be a relative equilibrium of X ∈ C∞G (TM). There exists

X̃ ∈ C∞G (TM) supported on a neighbourhood of α such that

(1) X̃ is everywhere tangent to G-orbits.
(2) X − X̃ ≡ 0 on α.
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Proof. Fix x ∈ α and set Gx = H. By proposition 8.4.1 we may choose
η ∈ c(h) such that ΦX

t (y) = y exp(tη), y ∈ α, t ∈ R. Choose a slice Sx at x and a
smooth H-invariant function λ : Sx → R(≥ 0) which is equal to one near x and
vanishes near the boundary of Sx. We define an H-equivariant vector field X̃ on
Sx by X̃(y) = d

dt
(y exp(tλ(y)η)|t=0. By construction, X − X̃ ≡ 0 on α. Extend

X̃ G-equivariantly to GSx and then by zero to M . �

Definition 8.4.3. Let α be a relative equilibrium of X ∈ C∞G (TM). Let

X̃ be an equivariant vector field satisfying the conditions of lemma 8.4.2. The
reduced v-spectrum of X along α is defined by

vspec(X,α) = vspec(Tx(X − X̃)),

where x ∈ α.

Lemma 8.4.4. (Notation as above)

(1) vspec(X,α) is well-defined independent of the choice of X̃ and x ∈ α.
(2) spec(ΦX

t , α) = exp(tvspec(X,α)).
(3) 0 ∈ vspec(X,α) has multiplicity at least dim(α) and α is generic if and

only if the multiplicity of 0 equals dim(α).

Proof. The result may either be proved directly or deduced from the corre-
sponding results for diffeomorphisms using (8.5). �

Exercise 8.4.5. (1) Suppose that X ∈ C∞G (TM) is everywhere tangent to
G-orbits. Prove that if α is a G-orbit then vspec(X,α) = {0}.
(2) Following what we did for diffeomorphisms, it is useful to have a description
of vspec(X,α) that does not depend on the choice of a slice. Let α be a rel-
ative equilibrium of X ∈ C∞G (TM). Fix x ∈ α, set Gx = H and suppose that
X(x) = d

dt
exp(tc)(x)|t=0, where c ∈ c(h) (or n(h)). Define Xc ∈ C∞(TM) by

Xc(y) = d
dt

exp(tc)(y)|t=0, y ∈ M . Certainly Xc is tangent to α and vanishes at
x. Generally, Xc will not be equivariant unless, for example, G is Abelian. Show
that vspec(X,α) = vspec(Tx(X −Xc)).
(3) Let (V,G) be a complex representation. Let ω ∈ R, ω 6= 0, and define the
linear G-equivariant vector X on V by X(x) = ıωx. Show that if α is a relative
equilibrium of X then vspec(X,α) = {0} (note this result is trivial if S1 ⊂ G).

Let α be a relative equilibrium of X ∈ C∞G (TM). Lemma 8.4.2 gives a

decomposition X = Z + X̃, where X̃ is tangent to G-orbits and Z|α ≡ 0. If
one fixes a family {Sx | x ∈ α} of slices for α, Krupa [105] showed that it was
possible to decompose X|GSx into a component XT tangent to G-orbits and a
‘normal’ component XN tangent to slices and necessarily vanishing along α. In
essence Krupa’s result allows one to factor out the drift along group orbits and
analyse bifurcations from a relative equilibrium by determining the bifurcations
of the normal vector field (see [105, 82] for some applications).
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Lemma 8.4.6 ([105, Theorems 2.1, 2.2]). Let α be a relative equilibrium of
X ∈ C∞G (TM). Fix a smooth family S = {Sx | x ∈ α} of slices and set U =
∪x∈αSx. There exist XT , XN ∈ C∞G (TU) such that

(1) X = XT +XN on U .
(2) XT is everywhere tangent to G-orbits and XT |α = X|α.
(3) XN is tangent to S. That is, for all y ∈ Sx, x ∈ α, XN(y) ∈ TySx. In

particular, XN |α ≡ 0.

Furthermore, there exists an open neighbourhood WX(U) of U × {0} in U × R
and a smooth map γ : WX(U)→ G such that

ΦX
t (y) = γ(y, t)ΦXN

t (y, t), (y, t) ∈WX(U),

and γ(y, t) = exp(tη) ∈ CG(Gy)0, η ∈ c(gy), (y, t) ∈WX(U).

Proof. Let x ∈ α, set Gx = H and identify α with G/H. Suppose that
σ : V ⊂ G/H → G is an admissible section. For each y ∈ Sx, let Ey = Ty(σ(V )y),
Fy = TySy. Since Ehy = hEy (using admissibility – see proof of lemma 8.3.26),
and Fhy = hFy, the families {Ey | y ∈ Sx}, {Fy | y ∈ Sx} define smooth H-
vector bundles over Sx. Extend by G-equivariance to smooth G-vector bundles
πT : E → U , πN : F → U . We have TUM = E⊕F . GivenX ∈ C∞G (TM), we have
the unique decomposition X|U = XT +XN , where XT ∈ C∞G (E), XN ∈ C∞G (F ).
The final statement follows using proposition 8.4.1(2) and properties of admissible
sections. �

Remarks 8.4.7. (1) The construction of the bundle E can also be done Lie
algebraically using the adjoint representation Ad : G→ GL(g) – see the proof of
Lemma 2.3 [105].
(2) Lemma 8.3.26 may be regarded as giving a ‘tangent and normal’ form for
diffeomorphisms. Indeed, it is not hard to derive lemma 8.4.6 from lemma 8.3.26.
(3) There is an important variation of lemma 8.4.6 that gives a natural decompo-
sition of the vector field in terms of a skew product. The ‘tangent’ vector field is
then naturally defined on the group rather than a group orbit. We describe the
basic idea and refer the reader to [48] for more details and applications (including
to proper G-actions).

Identify the neighbourhood U of lemma 8.4.6 with the twisted productG×HV ,
where V = TxGx

⊥, Gx = H. The orbit map p : G × V → G ×H V gives
G × V the structure of a principal H-bundle over G ×H V (example 3.1.19). If
Z = (α, β) ∈ C∞G×H(T (G× V )), then for all (g, v) ∈ G× V we may write

α(g, v) = ga(v),

β(g, v) = β(v),

where a ∈ C∞H (V, g) and β ∈ C∞H (TV ). The H-equivariance of a is given by

a(hv) = ha(v)h−1 = Ad(h)a(v), (h ∈ H, v ∈ V ).
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Consequently, every G×H-equivariant vector field on G× V is a skew product
over an H-equivariant vector field on V . Observe that if ΦZ

t is the flow of Z, then
we may write ΦZ

t (g, v)) = (φGt (v, g), φVt (v)) where φVt is the flow of β and φGt : G×
V → G. Since Z is G×H-equivariant, Z induces a unique Ẑ ∈ C∞G (T (G×H V ))

and ΦẐ
t = φGt φ

V
t . That is, ΦẐ

t ([g, v]) = φGt (g, v)φVt (v) = gφGt (e, v)φVt (v), for all
(g, v) ∈ G× V (we identify φVt (v) with [e, φVt (v)] ∈ G×H V ).

Since the orbit map is submersive, every smooth G-equivariant vector field
X ∈ C∞G (T (G ×H V )) lifts to a smooth G × H-equivariant vector field X̃ on
G× V . However, the lift will be non-unique (unless H is finite). We can enforce
uniqueness by fixing a G × H-invariant Riemannian metric on G × V . Given
(e, v) ∈ G×V , let L = T(e,v)H(e, v) ⊂ g×V (H(e, v) = (h−1, hv) | h ∈ V }). Then
T(e,v)p(L) = {0} ∈ T[e,v](G×HV ) and T(e,v)p maps L⊥ ⊂ g×V isomorphically onto

T[e,v](G ×H V ). Hence given X ∈ C∞G (T (G ×H V )), we uniquely determine X̃ ∈
C∞G×H(T (G×V )) by requiring that X̃(e, v) ∈ L⊥ is mapped to X([e, v]) by T(e,v)p.

Set X̃(e, v) = (a(v), β(v)), v ∈ V . Let h act on V by kv = d
dt

exp(tk)(v)|t=0, k ∈ h.

Our condition uniquely characterizing X̃ amounts to the condition (β(v), kv)V =
(a(v), k)g, for all k ∈ h. Finally, the components of X̃ determine a tangential and
normal decomposition for the vector field X (XT = p?(α, 0), XN = p?(0, β)).

Exercise 8.4.8. (1) Let M be a Riemannian G-manifold and X ∈ C∞G (TM).
Show that it is in general not possible to write X = XT + XN where XT , XN ∈
C∞G (TM), XT is tangent to G-orbits and XN is orthogonal to G-orbits. (Hint:
Look at the representation of SO(2) onC2 defined by eıθ(z1, z2) = (eıθz1, e

2ıθz2).)//
(2) Investigate the skew product formulation given in remarks 8.4.7(3) in case
H ∼= T is the diagonal subgroup of T2 and (V,H) is the standard irreducible
representation of T on V = C.

As an immediate consequence of lemma 8.4.6, we have the following simple
criterion for genericity of relative equilibria.

Lemma 8.4.9. Let α be a relative equilibrium of X ∈ C∞G (TM). Fix a smooth
slice family S = {Sx | x ∈ α} and set U = GSx. Let XT , XN ∈ C∞G (TU) be
the associated tangent and normal forms of X given by lemma 8.4.6. Then α is
generic if and only if 0 ∈ Sx is a hyperbolic zero of XN for some (any) x ∈ α.

Proposition 8.4.10. Suppose α is a relative equilibrium of X ∈ C∞G (TM).
Given a C∞-open neighbourhood U of X, and a G-invariant open neighbourhood
U of α in M , we may choose X̄ ∈ U such that

(1) X = X̄ on M \ U .
(2) α is a generic relative equilibrium for X̄.

Proof. The result may either be proved directly along the lines of proposi-
tion 8.4.10, using lemma 8.4.4 or, more simply, by using lemma 8.4.9. �
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8.4.3. Classification of relative periodic orbits. Suppose that Σ ⊂ M
is a relative periodic orbit of X ∈ C∞G (TM) with relative prime period T >
0. We recall from lemma 8.1.7 that G acts monotypically on Σ and Σ/G is
diffeomorphic to S1. If Σ has isotropy type (H), then p : Σ → Σ/G is a locally
trivial G-fibre bundle over S1, fibre G/H. The vector field X induces a vector
field X? ∈ C∞(TS1) such that S1 is a periodic orbit of X?, prime period T .

We now consider the inverse problem. That is, given a non-zero vector field
X? on S1, a group G, and a compact subgroup H of G, classify all relative
periodic flows ΦX

t : Σ → Σ over X?, where Σ is a monotypic G-manifold with
isotropy type (H). The first step is classify all monotypic G-spaces Σ with orbit
space S1.

We start by classifying free K-manifolds with orbit space S1, for K a compact
Lie group. This amounts to the well-understood problem of the classification of
K-principal bundles over S1. We review the basic definitions and results and
refer the reader to [26] for the general theory.

Let Prin(K,S1) denote the set of isomorphism classes of principal K-bundles
over S1. Then

Prin(K,S1) ≈ π0(K) ≈ π0(K/K0).

(π0(K/K0) = |K/K0| is the number of connected components of K/K0.) For
completeness, we give a direct and simple proof that Prin(K,S1) ≈ π0(K/K0).

Lemma 8.4.11. There is a natural bijection χ : K/K0 → Prin(K,S1).

Proof. Set K/K0 = P and let Π : K → P denote the quotient map. Identify
S1 with [0, 1]/(0 = 1). Let z ∈ P and pick ζ ∈ Π−1(z). Let Eζ be the free K-space
defined by

(8.6) Eζ = [0, 1]×K/ ∼,
where (1, k) ∼ (0, kζ), k ∈ K. If we let πζ : Eζ → S1 denote the orbit map, then
pζ : Eζ → S1 is a K-principal bundle over S1. If ζ ′ ∈ Π−1(z) then there is a
smooth path ζt connecting ζ to ζ ′ and standard elementary techniques show that
Eζ and Eζ′ are isomorphic as K-principal bundles over S1. Hence we may define
χ(z) ∈ Prin(K,S1) to be the isomorphism class of the bundle Eζ . Conversely,
suppose that π : E → S1 is a K-principal bundle. Then we may represent E as

E = [0, 1]×K/ ∼,
where the relation ∼ is a K-invariant equivalence relation identifying boundary
points of [0, 1]×K. That is, for each k ∈ K, there exists k̄ ∈ K such that (1, k) ∼
(0, k̄) and (1, gk) ∼ (0, gk̄), all g ∈ K. If we let ζ = ē, then E is isomorphic to
Eζ = χ(Π(ζ)) as a K-principal bundle. Hence χ : K/K0 → Prin(K,S1) is a
bijection. �

Given z ∈ P = K/K0, ζ ∈ Π−1(z), let πζ : Eζ → S1 be the principal

K-bundle over S1 defined by (8.6). We define a K-equivariant flow Θζ
t on Eζ by

Θζ
t (θ, k) = (θ + t, k)/ ∼, (t ∈ R, k ∈ K).
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We call Θζ
t the canonical flow on Eζ . (The canonical flow is a suspension flow

over K/K0 with roof function constant and equal to 1 – see section 9.4.)

Lemma 8.4.12. (Notation as above.) Let z ∈ P and set X = 〈z〉 ∈ Z(K).
Suppose that Cartan subgroups C of type X have rk(C,X) = s, ind(C,X) = p.

(1) For all x ∈ Eζ, Θζ(x,R) = Tx is an r-dimensional torus, where 1 ≤ r ≤
s + 1. The restriction of Θζ to Tx is conjugate to a linear torus flow
(irrational if r > 1).

(2) If ζ is a representative generator of X, then every trajectory of Θζ
t will

be periodic of prime period p and |X| divides p.
(3) For ζ lying in a full measure subset K?

z of Π−1(z), and all x ∈ Eζ,

Θζ(x,R) = Tx is an (s+ 1)-dimensional (maximal) torus.

Proof. The lemma follows from the results of section 8.3.2. �

Exercise 8.4.13. (1) Let ζ, ζ ′ be representative generators of X = 〈z〉 ⊂
P . Prove that the canonical flows are smoothly K-equivariantly topologically
conjugate. Show also that there is a free SO(2)-action on Eζ such that (a) The
SO(2)-orbits are equal to the periodic orbits of Θζ , (b) the actions of G and SO(2)
commute, and (c) G× SO(2) acts transitively on Eζ .
(2) Extend (1) to show that that for general ζ ∈ Π−1(z), there exists a free
Ts+1-action action on Eζ with orbits equal to the closure of Θζ-trajectories.

Proposition 8.4.14. Let H be a closed subgroup of G. Let FB(G,H, S1)
denote the set of isomorphism classes of G-fibre bundles over S1 with fiber G/H.
There exists a natural bijection

∆ : FB(G,H, S1)→ Prin(N(H)/H, S1).

Given Σ ∈ FB(G,H, S1), let z = χ(∆(Σ)) ∈ (N(H)/H)/(N(H)/H)0, X = 〈z〉,
and s be the rank of Cartan subgroups C of type X. Then the canonical flow
Θζ
t on Eζ determines a unique flow Φt on Σ with a flow invariant foliation F =
{Fx | x ∈ Σ} of Σ satisfying

(1) Fgx = gFx, g ∈ G, x ∈ Σ.
(2) Each leaf Fx is diffeomorphic to an r-dimensional torus where 1 ≤ r ≤

s + 1 and the restriction of Φt to Fx is transitive and conjugate to a
linear torus flow.

Proof. If Σ ∈ FB(G,H, S1), we define ∆(Σ) = ΣH and take the induced
free N(H)/H-action on ΣH . With this definition, ∆(Σ) ∈ Prin(N(H)/H, S1).
Conversely, if E ∈ Prin(N(H)/H, S1), we define ∆−1(E) = Σ ∈ FB(G,H, S1) by
Σ = G×N(H) E. The remaining statements of the proposition follow straightfor-
wardly from lemma 8.4.12. �

Exercise 8.4.15. Extend exercise 8.4.13 to the setup of proposition 8.4.14 –
in particular, show that the leaves of the foliation F may be represented as group
orbits of a smooth free toral action on Σ.
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Remark 8.4.16. Suppose that Σ is a relative periodic orbit of ΦX and Σ has
relative prime period T > 0. We may rescale time so that the induced vector
field X? on S1 is the constant unit field. It then follows that there exists ζ ∈
Π−1(χ(∆(Σ)) such that ΦX

t : Σ→ Σ is conjugate, by a time preserving smooth G-

equivariant diffeomorphism, to the canonical flow Θζ
t on Eζ . In particular, up to a

time rescaling, lemma 8.4.12 and proposition 8.4.14 give a complete classification
of relative periodic orbits.

8.4.4. Periodic orbits and symmetry. Suppose that γ is a periodic orbit
of X ∈ C∞G (TM). Noting that isotropy groups are constant on trajectories of X,
we let H denote the isotropy group of any point on γ. We define the symmetry
group of γ by

Gγ = {g ∈ G | gγ = γ}.
Lemma 8.4.17. (1) H CGγ.
(2) Gγ/H is either isomorphic to Zm or to S1.

Proof. Let g ∈ Gγ. By G-equivariance and the 1-parameter group property
of flows, there exists a unique smallest t = t(g) ≥ 0 such that gx = ΦX

t (x), for
all x ∈ γ. For all h ∈ H, ghg−1x = ΦX

t (hΦX
−t(x)) = x and so H C Gγ. Since

gx = g′x if and only if t(g) = t(g′), we see easily that if infg∈Gγ\H t(g) = T > 0,
then Gγ/H ∼= Zm, where m = period(γ)/T . If infg∈Gγ\H t(g) = 0, then Gγ/H ∼=
[0, period(γ)]/(0 = period(γ)) ∼= S1. �

Remark 8.4.18. If Gγ/H ∼= S1, γ is called a rotating wave, and if Gγ/H ∼=
Zm, then γ is called a discrete rotating wave.

More generally, suppose that ΦX
x (t) is a trajectory contained in a relative

equilibrium or relative periodic orbit of X ∈ C∞G (TM). Let Λ = ΦX
x (R). Isotropy

groups are constant on Λ and we set Gx = H, where x is any point of Λ. Let
GΛ = {g ∈ G | gΛ = Λ}. It is easy to show that H CGΛ. If GΛ/H is connected
then GΛ/H ∼= Ts, s ≥ 0. Otherwise, GΛ/H will be isomorphic to Ts×Zp, where
s, p ≥ 0. All of this is a consequence of lemma 8.4.12.

8.4.5. Poincaré map for a relative periodic orbit. Just as for limit cy-
cles of vector fields, we may construct a Poincaré first return map for relative
periodic orbits of an equivariant vector field. In this way, we can reduce the
analysis of dynamics in a neighbourhood of a relative periodic orbit to the study
of an equivariant diffeomorphism in a neighbourhood of a relative fixed set. How-
ever, unlike the case of unconstrained vector fields, the imposition of symmetry
on the vector field can lead to additional constraints on the Poincaré map that
significantly affect the types of bifurcations that may occur. We return to this
point in the chapter 10.

Let X ∈ C∞G (TM). Suppose that Σ ⊂ M is a relative periodic orbit of X
with relative prime period T . Let π : Σ → Σ/G = S1 = [0, T ]/(0 = T ) denote
the orbit map.
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Let q : N(Σ) → Σ denote the normal bundle of Σ and fix an equivariant
tubular neighbourhood ρ : N(Σ) → M of Σ in M (see proposition 3.4.8). Set
U = ρ(N(Σ)) and note that U is a G-invariant open neighbourhood of Σ. Fix
θ ∈ S1 and let α = π−1(θ) ⊂ Σ. Set Nα = N(Σ)|α, qα = q|Nα, and D = qα(Nα).
The map qα : Nα → D ⊂ M is a G-equivariant embedding onto the G-invariant
submanifold D ⊂M . Note that D t Σ and that D ∩ Σ = α. Since X is tangent
to Σ and non-vanishing, we may suppose that q,D are chosen so that X t D.
In particular, X|D is non-vanishing. Fix a G-invariant metric on Nα and let N r

α

denote the open r-disc bundle of Nα. For sufficiently small r > 0, it follows from
the continuity of ΦX that there exists ε ∈ (0, T ) such that for each y ∈ qα(N r

α),
there exists a unique τ(y) ∈ [T−ε, T+ε] such that ΦX(y, τ(y)) ∈ D and τ |α ≡ T .
Set D′ = qα(N r

α). An application of the implicit function theorem (using X t D)
shows that τ : D′ → R is smooth. We define the Poincaré map P = PX : D′ → D
by

P (y) = ΦX(y, τ(y)), (y ∈ D′).
(See figure 1.) We call (D,D′, P, τ) a Poincaré system for Σ.

D’
Σ

P(x)

x

α

D

Figure 1. Poincaré system for Σ

As simple consequences of our construction we have

(a) P : D′ → D is a smooth G-equivariant embedding.
(b) If we choose another Poincaré system (D̄, D̄′, P̄ , τ̄) for Σ, then P and P̄

are smoothly G-equivariantly conjugate near Σ. In particular, the germ
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of the Poincaré map P along α = Σ∩D is independent of choices up to
smooth equivariant conjugacy.

(c) If we only assume X is Cr, r ≥ 1, then P will be Cr.
(d) There exists an open neighbourhood U of X ∈ C∞G (TM), such that

(1) Y t D, for all Y ∈ U .
(2) P Y : D′ → D is well defined and smooth for all Y ∈ U .
(3) The map C∞G (TM) → C∞(D′, D), Y 7→ P Y , is continuous in the

sense that for all compact K ⊂ D′ we can choose a compact subset
K̄ of GD such that for every r ∈ N+, continuity holds with respect
to ‖ ‖K̄r on C∞G (TM) and ‖ ‖Kr on C∞(D′, D).

Proposition 8.4.19. (Notation as above.) The following statements are
equivalent.

(1) The relative periodic orbit Σ is generic.
(2) If (D,D′, P, τ) is a Poincaré system for Σ, then the G-orbit α = Σ ∩D

is a generic relative fixed set for P .

Proof. The result may be proved in several ways. Most simply, the splitting
TΣM = TΣ⊕Eu⊕Eu restricts to give a TP -invariant splitting of TαM . Alterna-
tively, we can equivariantly isotop the flow along G-orbits to a periodic flow Ψt,
with Poincaré map P̄ , so that spec(P, α) = spec(P̄ , α). The Floquet exponents
of Ψt are equal to the exponentials of the eigenvalues of P̄ d, where all points of
α are of prime period d for P̄ . �

8.4.6. Perturbation lemmas for relative periodic orbits. Suppose that
Σ is a relative periodic orbit of X ∈ C∞G (TM) which is not generic. In this section
we show how we can find arbitrarily small perturbations Y of X for which Σ is
a generic relative periodic orbit of Y . In order to construct the perturbation Y ,
we first perturb the Poincaré map PX to P̄ so that α is generic for P̄ (relative to
a Poincaré system for X and Σ). We then show that P̄ is the Poincaré map of a
vector field Y close to X. The proof that P̄ can be realized as the Poincaré map
of a vector field needs a preliminary lemma on equivariant isotopies.

Lemma 8.4.20. Let X, Y be compact G-manifolds with boundary and f : X →
Y be a smooth equivariant embedding such that f(∂X)∩∂Y = ∅. Given 0 ≤ a < b,
there exists an open neighbourhood V of f in C∞G (X, Y ) such that if g ∈ V then

(1) g is an embedding and g(∂X) ∩ ∂Y = ∅.
(2) There exists a smooth equivariant isotopy H : X × [a, b]→ Y between f

and g satisfying
(a) Ht(x) = f(x), whenever f(x) = g(x).
(b) Ht = f , for t close to a, Ht = g, for t close to b.
(c) H depends continuously on g, Cr-topology, 1 ≤ r ≤ ∞.
(d) The t-derivative of H is C∞ (in (x, t)-variables).
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Proof. Fix an equivariant Riemannian metric on Y . Let V be an open
neighbourhood of ∂Y in Y such that f(∂X) ∩ V̄ = ∅. For r > 0, let Dr(y)
denote the open r-disk, centre y, in Y . Choose r > 0, so that Dr(y) ⊂ Y \ ∂Y ,
all y ∈ Y \ V . Choosing r > 0 smaller if necessary, we may suppose that expy
maps the r-disk centre 0 in TyY diffeomorphically onto Dr(y) for all y ∈ Y \ V .
Choose a C1-open neighbourhood V of f in C∞G (X, Y ) such that if g ∈ V then
(a) g is an embedding, and (b) d(f(x), g(x)) < r. For each x ∈ X, there exists
a unique ξ(x) ∈ Tf(x)Y , ‖ξ(x)‖ < r, such that g(x) = expf(x)(ξ(x)). Since we

may represent ξ : X → TY as the composition (expf(x))
−1g(x), it follows that ξ

is smooth and depends continuously on g, Cr-topology, 1 ≤ r ≤ ∞. Define

Ht(x) = expf(x)(κ(t)ξ(x)), (x ∈ X, t ∈ [a, b]),

where κ : [a, b] → [0, 1] is C∞ and equal to 0 near a and 1 near b. Clearly H
satisfies all the required conditions. �

Let Σ be a relative periodic orbit of X ∈ C∞G (TM) and (D,D′, P, τ) be a
Poincaré system for Σ. An open G-invariant neighbourhood U of Σ is subordinate
to (D,D′, P, τ) if Ū ⊂ ∪x∈D′ΦX(x, [0, ρ(x)]).

Lemma 8.4.21. (Notation as above). Assume that U is an open G-invariant
neighbourhood of Σ subordinate to (D,D′, P, τ). Set α = Σ ∩D. Fix a compact
neighbourhood K ⊂ U ∩ D′ of α and let C∞G (D′, D;K) denote the subset of
C∞G (D′, D) consisting of smooth maps F such that F = P on D′ \K.

There exists an open neighbourhood Q of P in C∞G (D′, D;K) and a map
ν : Q → C∞G (TM) such that

(1) P ′ is an equivariant embedding for all P ′ ∈ Q.
(2) ν is continuous with respect to the Cr-topologies on Q and C∞G (TM),

1 ≤ r ≤ ∞.
(3) ν(P ) = X.
(4) ν(P ′) = X on M \ U , all P ′ ∈ Q.

Proof. Fix real numbers a, b such that 0 < a < b < infx∈D′ ρ(x). By
lemma 8.4.20 we can choose a C1-open neighbourhood Q of P in C∞G (D′, D;K)
such that if P ′ ∈ Q, then (a) P ′ is an embedding, (b) there exists an isotopy
H : D̄′× [a, b]→ D between the inclusion i : D̄′ → D and P−1P ′. For y ∈ D′, t ∈
[0, ρ(P−1(P ′(y)))], define

ρ′(y) = ρ(P−1(P ′(y)), Φ̃(y, t) = ΦX(Ht(y), t).

It follows from the definitions that

(a) If y ∈ D′ \K, Φ̃(y, t) = ΦX(y, t).
(b) If P ′ = P , then Φ̃ = ΦX .
(c) Φ̃(y, ρ′(y)) = ΦX(P−1(P ′(y)), ρ((P−1(P ′(y)))) = P ′(y), for all P ′ ∈ Q.

By the C1-openness of embeddings that we may suppose Q is chosen sufficiently
small so that if P ′ ∈ Q, then Φ̃ is an immersion and restricts to an embedding
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of ∪y∈D′{y} × [0, ρ′(y)) in U ⊂ M . We define a smooth G-equivariant vector

field X ′ on the image of Φ̃ by X ′(Φ̃(y, t)) = d
dt

Φ̃y(t). Since Φ̃ = ΦX outside

∪y∈KΦ̃(y, [0, ρ′(y)]), X ′ extends smoothly and G-equivariantly to M if we set
X ′ = X on M \ U . We define ν(P ′) = X ′, for P ′ ∈ C∞G (D′, D;K). The
remaining statements of the lemma are now immediate or follow directly from
lemma 8.4.20. �

Remark 8.4.22. If X is a Cr-vector field, r < ∞, then the vector field X ′

constructed in lemma 8.4.21 will generally only be Cr−1. Note that this problem
does not arise if we work within the space of Cr-vector fields but require that X
is (at least) Cr+1.

8.4.7. Genericity theorems. For τ ≥ 0, let G1(TM ; τ) ⊂ C∞G (TM) denote
the set of all vector fields X such that if Σ is a relative periodic orbit of X
of relative prime period at most τ , then Σ is generic (we regard G1(TM ; 0) as
consisting of vector fields all of whose relative equilibria are generic). We set

G1(TM) = ∩τ≥0G1(TM ; τ).

If X ∈ G1(TM) then all relative periodic orbits of X are generic.
Let X ∈ G1(TM ; τ) and suppose that Σ is a relative periodic orbit of X of

relative prime period γ ≤ τ . We say Σ is ?-generic if the dimension of Φx(R), x ∈
Σ, is maximal (see lemma 8.4.12). Let G?1(TM ; τ) denote the subset of G1(TM ; τ)
consisting of vector fields such that all relative periodic orbits of relative prime
period γ ≤ τ are ?-generic. We set

G?1(TM) = ∩τ≥0G?1(TM ; τ).

Theorem 8.4.23 ([52]). Suppose that M is a compact G-manifold.

(1) For all τ ≥ 0, G1(TM ; τ) is an open and dense subset of C∞G (TM).
(2) G1(TM) is a residual subset of C∞G (TM).
(3) For all τ ≥ 0, G?1(TM ; τ) is a dense subset of G1(TM ; τ).
(4) G?1(TM) is a dense subset of C∞G (TM).

Similar results hold if M is not compact provided we take the Whitney C∞-
topology on C∞G (TM).

Proof. The proof follows the same strategy as that of the corresponding
result for diffeomorphisms. For details we refer the reader to [52, section 7]. �

Suppose that Σ is a generic relatively periodic orbit of X ∈ G1(TM). Let
TΣ ⊕ Eu(Σ) ⊕ Es(Σ) be the corresponding ΦX

t -invariant splitting of TΣM . We
may represent the stable manifoldW u(Σ) as the image of aG-equivariant injective
immersion ξuΣ : EuΣ →M mapping the zero section of EuΣ onto Σ. Similarly for ξsΣ :
EsΣ →M . Fix a G-invariant Riemannian metric on M . The bundles Eu(Σ),Es(Σ)
inherit the structure of Riemannian G-vector bundles from the induced Riemann-
ian structure on TΣM . For T > 0, let EuΣ(T ) = {e ∈ EuΣ | ‖e‖ ≤ T} denote the
T -disk bundle of EuΣ. We similarly define EsΣ(T ). Set W u(Σ, T ) = ξuΣ(EuΣ(T )) and
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similarly define W s(Σ, T ). Thus W u(Σ, T ), W s(Σ, T ) are compact G-invariant
(embedded) submanifolds of M (with boundary).

Suppose that Σ1, Σ2 are relative periodic orbits of X. We say that W u(Σ1) is
G-transverse to W s(Σ2) if ξuΣ1

: Eu(Σ1) → M is G-transverse to W s(Σ2) (equiv-
alently, if ξsΣ2

: Es(Σ2) → M is G-transverse to W u(Σ1)). Alternatively, and
equivalently, we may require that W u(Σ1, T ) is G-transverse to W s(Σ2, T ) for all
T > 0. If W u(Σ1) is G-transverse to W s(Σ2). We write W u(Σ1) tG W s(Σ2).

Let G2(TM) be the subset of G1(TM) for which the stable and unstable
manifolds of all relative periodic orbits meet G-transversally. We similarly define
G?2(TM) (= G2(TM) ∩ G?1(TM)).

Theorem 8.4.24 (Equivariant Kupka-Smale theorem [52]). G2(TM) is a
residual subset of C∞G (TM) and G?2(TM) is a C∞-dense subset of C∞G G(TM).

Proof. The proof is similar to that of the corresponding result for diffeo-
morphisms. For details we refer the reader to [52, sections 8,9]. �

8.5. Notes on chapter 8

Proposition 8.4.1, giving dynamics on relative equilibria, was originally proved
in the author’s thesis (Warwick, 1970, [49]) and first appeared in [52] together
with results for relative fixed sets (for diffeomorphisms) and relative periodic or-
bits. The results for relative periodic orbits were only partial and correct and
complete results first appeared in Krupa [105]. Krupa’s paper also contains the
statement and proof of the tangential and normal form for equivariant vector
fields, a result that has proved useful in equivariant bifurcation theory. Results
along similar lines for equivariant diffeomorphisms and relative fixed sets appear
in [56, Lemmas C,D] and [54] (these results were not motivated by bifurcation
theory). General results on dynamics near and on relative periodic orbits and
fixed sets also appear in [58]. There have been some errors in the literature
involving the minimal period of periodic orbits for flows in a fixed isotopy class
of equivariant flows on a relative periodic orbit (see [183, Example 6.2]). In
section 8.3.2 we give careful statements of results for relative fixed sets. Corre-
sponding results for relative periodic orbits of flows follow using a Poincaré system
(see also chapter 10). More recent works, for example [48, 8, 134], have empha-
sized proper actions by Lie groups and have used the skew product formulation
for dynamics in a neighbourhood of a relative equilibrium (remark 8.4.7(3)). We
say more about recent work in the notes to chapter 10.

The Kupka-Smale genericity theorems 8.3.47, 8.4.24 originally appeared in [52]
– indeed proving these results was the (author’s) incentive for developing G-
transversality. Earlier versions of these theorems, without the G-transversality,
appeared in [49].



CHAPTER 9

Dynamical systems on G-manifolds

In this chapter we describe a number of basic classes of equivariant dynamical
systems on G-manifolds and indicate some of the main theorems and properties
about the associated dynamics. We tend to give only brief details of proofs of
the main results (proofs can be long and sometimes quite technical) and instead
refer the reader to the original sources.

After a quick review of skew products – the easiest way to manufacture equi-
variant dynamics – we start by considering G-invariant Morse functions. We
prove that every compact G-manifold admits G-Morse functions that determine
a very regular decomposition of the manifold into G-handlebundles. Next we con-
sider the equivariant version of subshifts of finite type and indicate the proof of
an equivariant version of the C0-density theorem of Shub and Smale – this uses
our results on G-handlebundle decompositions. Finally, we look at symmetric
solenoidal attractors and Anosov diffeomorphisms.

9.1. Skew products

We have already encountered skew products – for example as a model for
dynamics near a relative equilibrium (remarks 8.4.7(3)).

9.1.1. Skew extensions of diffeomorphisms. Let M be a compact mani-
fold andG be a compact Lie group. LetG act freely onM×G by g(x, γ) = (x, gγ),
g ∈ G, (x, γ) ∈ M × G. Suppose φ ∈ Diff(M) and f ∈ C∞(M,G). We define
φf ∈ DiffG(M ×G) by

φf (x, g) = (φ(x), gf(x)), (x ∈ X, g ∈ G).

We call φf a G-extension or skew-extension of φ by G. We refer to f as a cocycle.

Exercise 9.1.1. Show that every ψ ∈ DiffG(M × G) may be represented as
a skew extension. That is, there exist unique φ ∈ Diff(M) and f ∈ C∞(M,G)
such that ψ = φf .

For n ∈ Z, x ∈M , define

fn(x) =







Πn−1
j=0 f(φj(x)), n > 0,

e, n = 0,
(Πj=−1

n f(φj(x)))−1, n < 0.
(9.1)
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Order of multiplication is from left to right (f 2(x) = f(x)f(φ(x))). We have

(φf )n(x, g) = (φn(x), gfn(x)), (n ∈ Z, (x, g) ∈M ×G).

It is easy to make translations from dynamical properties of φ to properties
of the G-equivariant diffeomorphism φf . For example if x ∈ M is a point of
prime period p for φ, then α = G(x, e) is a relative periodic orbit of φf of
relative prime period p. If x is hyperbolic then α is generic (that is, normally
hyperbolic). Dynamical properties of φf |α will depend on the value of fn(x).
Stable and unstable manifolds of hyperbolic periodic points of φ lift toG-invariant
stable and unstable manifolds of generic relative periodic orbits. Transversality
of invariant manifolds also lifts. Equivariant transversality is not an issue here.
Since the G-action is free, equivariant transversality is equivalent to stratumwise
transversality which is regular transversality.

Exercise 9.1.2. Assuming the Kupka-Smale theorem for diffeomorphisms,
verify that G2(M × G) is a residual subset of DiffG(M × G). Show that if φ ∈
Diff(M) is Kupka-Smale, then (1) φf ∈ G2(M × G) for all cocycles f , and (2)
there is a C∞-dense subset of cocycles for which φf ∈ G?2(M ×G).

9.1.2. Principal G-extensions. Suppose that E is a compact G-manifold
and G acts freely on E. Let Φ ∈ DiffG(E). If we let M = E/G denote the orbit
space, thenM is a smooth compact manifold and Φ uniquely induces φ ∈ Diff(M).
We refer to Φ : E → E as a principal G-extension of φ : M → M . The orbit
map p : E → M gives E the structure of a principal G-bundle over M (see
section 3.1.1). Let C∞G (E,G) denote the space of ‘cocycles’ f : E → G satisfying
the equivariance condition

f(gv) = gf(v)g−1, (g ∈ G, v ∈ E).

If Φ ∈ DiffG(E), f ∈ C∞G (E,G), then the map fΦ defined by

(fΦ(v) = f(v)Φ(v), (v ∈ E)

is a G-equivariant diffeomorphism of E.

Exercise 9.1.3. Show that every (skew) G-extension can be viewed as a
principal G-extension. Verify that C∞(M,G) ≈ C∞G (M ×G,G).

9.1.3. Skew products for flows and vector fields. Let M be a smooth
manifold and G be a compact Lie group. Let X ∈ C∞(TM) and ξ ∈ C∞(M, g).
We define Xξ ∈ C∞G (T (M ×G)) by

Xξ(x, g) = (X(x), gξ(x)).

We call Xξ a skew product vector field. More formally, Xξ is a skew extension of
X by G and ξ is a cocycle.

Let Φt be the flow of Xξ. Then we may write Φt(x, g) = (φXt (x), gγt(x)),
where φXt is the flow of X and γt : M → G satisfies the (flow) cocycle condition

γt+s(x) = γt(x)γs(φ
X
t (x)), (x ∈ X, t, s ∈ R).
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Just as for diffeomorphisms, it is easy to translate dynamical properties of X to
the skew product field Xξ. In particular every equilibrium (respectively, limit
cycle) of X corresponds to a relative equilibrium (respectively, relative periodic
orbit) of Xξ.

Exercise 9.1.4. (1) Show that every smooth G-equivariant flow on M × G
is a skew product flow.
(2) Suppose that H is a closed subgroup of G and M is a smooth H-manifold. Let
φ ∈ DiffH(M) and f ∈ C∞(M,G). Find conditions on f that are sufficient for
the skew-extension φf to induce a G-equivariant diffeomorphism of the twisted
product G×H M . Similarly for flows.
(3) Develop the formal theory of principal skew product flows (that is, equivariant
flows on a principal G-bundle).

Remark 9.1.5. Skew products go back at least to Von Neumann and figure
prominently in ergodic theory – both in classification theory and also in the
construction of examples. In smooth ergodic theory, it is natural to take M to be
a hyperbolic basic set (for example, φ : M →M might be Anosov). Compact Lie
group extensions of Anosov diffeomorphisms appear in the influential mid-1970’s
articles of Brin [27, 28] who gave conditions for ergodicity ofG-extensions. Later,
Brin, Katok and Feldman used circle extensions as part of their construction
of Bernoulli diffeomorphisms on compact Riemannian manifolds [29]. Burns
and Wilkinson [32] have shown that for ergodic compact group extensions of
Anosov diffeomorphisms, ergodicity can persist under measure preserving smooth
perturbations of φf , breaking the smooth skew product structure. The perturbed
skew-extensions may be richly pathological [152, 161]. Results and references
on smooth compact group extensions over basic hyperbolic sets may be found
in [66].

9.2. Gradient dynamics

Throughout this section we suppose that M is a compact Riemannian G-
manifold. The Riemannian metric on M will remain fixed. Given f ∈ C∞(M)G,
define

(a) Σf = {x ∈M | df(x) = 0} (the set of critical points of f).
(b) Cf = f(Σf ) (the set of critical values of f).
(c) Rf = R \ Cf (the set of regular values of f).

Since f is G-invariant, Σf is a closed G-invariant subset of M .
Let grad(f) ∈ C∞G (TM) denote the gradient vector field of f . If we let ( , )

denote the inner product on fibres of TM determined by the Riemannian metric
on M , then (by definition)

(grad(f)(x), v) = df(x)(v), (v ∈ TxM,x ∈M).

The zero set of grad(f) is equal to the singular set Σf of f . In particular, if
α ⊂ Σf is a G-orbit then α is an equilibrium G-orbit of grad(f).
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Lemma 9.2.1. Let α ⊂ Σf be a G-orbit. The following conditions are equiv-
alent.

(1) The equilibrium orbit α is generic (for grad(f)).
(2) If we choose a slice Sx at x ∈ α, then x is a non-degenerate critical point

of f |Sx.
(3) α is non-degenerate for f in the sense of equivariant Morse theory [176].

If any of these conditions hold, we refer to α as a non-degenerate critical orbit
of f .

Proof. Exercise (we shall only need the equivalence of (1) and (2)). �

Definition 9.2.2. Suppose that α is a non-degenerate critical orbit of f .
The index of α, ind(α, f), is defined to be the dimension of the stable manifold
of W s(α) (for grad(f)).

Definition 9.2.3. If all critical G-orbits of f ∈ C∞(M)G are non-degenerate,
we say f is a G-Morse function.

It was shown by Wasserman [176] that every G-manifold admits a G-Morse
function. Let M(M,G) ⊂ C∞(M)G denote the set of G-Morse functions on
M and MT (M,G) ⊂ M(M,G) denote the set of G-Morse functions for which
the stable and unstable manifolds of equilibrium orbits of grad(f) meet G-
transversally.

Proposition 9.2.4. MT (M,G) is an open and dense subset of M(M,G).

Proof. The result uses similar techniques to those used to prove the Kupka-
Smale theorem for equivariant flows – see [52]. Since there is no recurrence in
the dynamics, the stable and unstable manifolds of critical orbits are embedded
G-manifolds and there are no difficult issues concerning stability of G-transverse
intersections. �

Definition 9.2.5. A G-Morse function is excellent if stable and unstable
manifolds of the equilibrium orbits of grad(f) meet transversally. We denote the
set of excellent G-Morse functions by ME(M,G).

Proposition 9.2.6. Every compact Riemannian G-manifold admits an ex-
cellent G-Morse function.

Proof. We give a sketch of the proof – complete details may be found in [53].
Let M1 ⊂ M2 ⊂ . . . ⊂ MN = M be the filtration of M defined by the isotropy
strata. We recall that each set Mi is a compact G-invariant subset of M , Ni =
Mi+1 \ Mi will be a union of orbit strata and ∂Ni = Mi, 1 ≤ i < N (see
section 3.7.1). Note that M1 consists of maximal isotropy strata and is a G-
invariant submanifold of M (the dimensions of components may vary). Our
construction goes by an upward induction on the filtration. At the rth step,
suppose we have constructed an open G-invariant neighbourhood Ur of Mr and
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fr ∈ C∞(M)G such that (a) ∂Ur is smooth, (b) grad(fr) t ∂Ur and inward
pointing, (c) if α ⊂ Ni ⊂ Mr is an equilibrium orbit, then α is generic and
W s(α) t Ni, (d) there are no equilibrium orbits in Ur\Mr (these conditions imply
that the trajectory of grad(f) through any point of Ūr \Mr is forward asymptotic
to Mr). To start the induction, choose a G-invariant tubular neighbourhood U1

of M1 = N0 and define f̃1 ∈ C∞(U1)G to be minus the square of the distance

from M1. Extend f̃1 smoothly and G-equivariantly to f̃1 ∈ C∞(M)G. Perturb f̃1

to f1 ∈ C∞(M)G so that f1|M1 is a G-Morse function (equivalently, f1 induces
a Morse function on M1/G). We may do this so that conditions (a–d) hold. In
particular, every equilibrium orbit of f meeting Ū1 will be a subset of M1. This
completes the first step of the induction. Suppose next that 1 < r < N and we
have constructed Ur, fr satisfying (a–d). Let K ⊂ Ur be a G-invariant compact
neighbourhood of Mr. Choose a G-invariant tubular neighbourhood Vr of Nr \K
and consider the G-invariant neighbourhood Ur+1 = Ur ∪Vr of Mr+1. Smoothing
corners, we may assume that ∂Ur+1 is a smooth G-invariant submanifold of M .
We define a new G-Morse function f̃r+1 t ∂Ur+1 on Ur+1 by patching together
fr on Ur with the negative of the square of the radius function for the tubular
neighbourhood Vr and then extending smoothly and equivariantly to M . Finally,
perturb f̃r+1 to fr+1 ∈ C∞(M)G so that (a–d) hold. �

Example 9.2.7. In general, a G-Morse function cannot be approximated by
an excellentG-Morse function. As an example, take the Z2 action on S2 which has
the equator as fixed point set. Choose a smooth Z2-invariant Morse function on
S2 which has exactly two non-degenerate singular points p, q on the equator, both
of index one. The equator will then be non-transversal saddle link connecting
p, q. The connection cannot be removed by Z2-invariantly perturbing f .

9.2.1. Handlebundle decompositions of a G-manifold. We start by re-
viewing the definition of a G-handlebundle (we refer to Wasserman [176, section
4] for details we omit).

Let H be a closed subgroup of G and E,F be smooth Riemannian G-vector
bundles over α = G/H. Define

H(E,F ) = {(v, w) ∈ E ⊕ F | ‖v‖, ‖w‖ ≤ 1}.

We call H(E,F ) a (G-) handlebundle of type (E,F ) and index dim(F ). Note
that H(E,F ) is a G-manifold with boundary that has corners. We define

C(E,F ) = {(v, w) ∈ H(E,F ) | w = 0},
T(E,F ) = {(v, w) ∈ H(E,F ) | v = 0},
B(E,F ) = {(v, w) ∈ H(E,F ) | ‖v‖ = 1},

H◦(E,F ) = {(v, w) ∈ H(E,F ) | ‖w‖ < 1},

and call C(E,F ), T(E,F ) the core and transverse bundles of H(E,F ) respec-
tively. The set B(E,F ) is the distinguished boundary of H(E,F ). Given x ∈ α,
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w ∈ Fx, we refer to {(v, w) ∈ (E ⊕ F )x | ‖v‖ ≤ 1} as a core disk. We similarly
define transverse disks.

Core disk bundle

Transverse disk bundle

Figure 1. Attaching a handlebundle

Suppose that M is a compact G-manifold, boundary ∂M , and dim(M) =
dim(H(E,F )). Let f : B(E,F ) → ∂M be a G-equivariant embedding. We
define M ∪f H(E,F ) to be the topological space defined by identifying points in
∂M and H(E,F ) by f . We may give M ∪f H◦(E,F ) the structure of a smooth
manifold. We can extend this smooth structure to M ∪f H(E,F ) by the process
of “straightening the angle” along the corners (see Milnor [127]). We say that
M ∪f H(E,F ) is the result of attaching a handlebundle of type (E,F ) to M . In
figure 1, we show the effect of attaching a (Z2-) handlebundle to a Z2-invariant
2-disk (note we have smoothed the corners).

Denote the isotropy strata of M by M1, . . . ,MN , where we have labelled so
that MN = MΠ (principal isotropy stratum) and if ∂Mi ∩Mj 6= ∅ then i > j. In
particular, M1 is a compact G-invariant submanifold of M and M j = ∪i≤jMi is
a compact G-invariant subset of M for all j ≥ 1.

Theorem 9.2.8. Let M be an m-dimensional compact Riemannian G-manifold.
There exists f ∈ME(M,G) such that

(1) f ≥ 0.
(2) f−1([0, j]) is a closed neighbourhood of M j with smooth boundary, 1 ≤

j ≤ N .
(3) f−1([j, j + 1] ∩ Cf ) ⊂Mj+1, j ≥ 0.
(4) If α ⊂Mj is a critical orbit of f , then

f(α) = j − k + 1

m+ 2
,
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where k = ind(α, f).

In particular, if we set W j = f−1([0, j]), j ≥ 1, then W j+1 is obtained from W j

by successively attaching groups of handlebundles of common index k, 0 ≤ k ≤ m,
each of which is associated to a critical orbit of grad(f) lying in Mj+1.

Proof. The proof uses the technique of the proof of proposition 9.2.6 to-
gether with Smale [163, Theorem C]. (We refer to [53] for more details – the
only issue beyond the method of proposition 9.2.6 is modifying the Morse func-
tion so that it takes prescribed values at critical points.) �

Example 9.2.9. Let SO(2)×Z2 act on R3 = R2⊕R as the sum of the standard
representation of SO(2) on R2 and the non-trivial representation of Z2 on R. The
action extends smoothly to S3 = R3 ∪ {∞}. We have the orbit decomposition
S3 = S1 ∪ S2 ∪ S3 ∪ S4, where S1 consists of the two fixed points of the action,
S2 is the set of points with isotropy Z2, S3 is the set of points with isotropy
SO(2) and S4 is the set of points with trivial isotropy. We remark that S1 ∪S2 is
diffeomorphic to S2 (with the obvious SO(2)-action) and S1∪S3 is diffeomorphic
to S1. We may construct an excellent SO(2) × Z2-Morse function f such that
the two critical points of f |S1 are of index 3 and f(S1) = {1/5}, there is one
critical orbit β for f |S2 of index 2 and f(β) = 7/5, there is one critical orbit γ
for f |S3 of index 2 and f(γ) = 12/5, and one critical orbit δ for f |S4 of index 1
and f(δ) = 18/5. In figure 2 we have taken a section of R3 by the (x, z)-plane
and shown the level surfaces f−1(j), j = 1, 2, 3, as well as representative critical
points a ∈ S1, b ∈ β, c ∈ γ and d ∈ δ.

f−1(3) 

f −1(1)

f −1(2)
a b

c

d

Figure 2. S1 × Z2 handlebundle decomposition for S3
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9.2.2. Triangulations and handlebundle decompositions. We conclude
with a discussion of an alternative proof of the final statement of theorem 9.2.8.

If M is a compact G-manifold, then we may assume that M has the struc-
ture of a real analytic G-manifold (see remark 3.1.10). Give M the semiana-
lytic1 Whitney regular stratification by isotropy type. It follows by results of
Schwarz [154] and Mather [120] that M/G has the structure of a semianalytic
subset of some Rn. If we give M/G the canonical semianalytic Whitney stratifica-
tion and let p : M → M/G denote the orbit map, then p maps connected strata
of M onto strata of M/G [13]. It follows from a result of Lojasiewicz [116]
that we may triangulate M/G as a semianalytic set (see also Hardt [90] and
[121]). Denote the triangulation of M/G by T and let Tk denote the k-skeleton
of T , 0 ≤ k ≤ dim(M/G). If we let M1 ⊂ . . . ⊂ MN denote a filtration of
M by isotropy type (that is, the filtration is determined by imposing an order
on isotropy types), then the triangulation T induces a triangulation T j of each
M j/G. If we choose a G-invariant Riemannian metric on M and let ρ denote the
induced metric on M/G, then given any ε > 0, we may choose the triangulation
T so that each simplex of T is of ρ-diameter at most ε.

Let T denote the structure on M determined by p−1(T ). If F ∈ T is a p-face,
with interior F ◦, then π−1(F ◦) will consist of points of the same isotropy type.
We may build a G-handlebundle decomposition of M using the structure T (for
the non-equivariant case see Mazur [123]). Roughly speaking, the sets p−1(F ),
F a face, will correspond to core bundles of the G-handlebundle decomposition.
We build the G-handlebundle decomposition by an upwards induction over the
isotropy filtration. If F ∈ T is a p-face, let vF ∈ F ◦ denote the barycentre of F
(ρ(x, ∂F ) ≤ ρ(vF , ∂F ) for all x ∈ F ). The set T 1 determines a triangulation of
the manifold M1/G. We define an excellent G-Morse function f 1 on a G-invariant
neighbourhood U1 of M1 which has critical orbits of index m−p at π−1(vF ) ⊂M1,
where vF ∈ F ∈ T1 and F is a p-dimensional face. We can arrange all of this
so that U1 is a union of G-handlebundles, ∂U1 is smooth, grad(f 1) t ∂U1 and
inward pointing, and π−1(vF )∩U1 = ∅ for all vF /∈M1. We induct up the filtration
in the obvious way to construct the required G-handlebundle decomposition of
M . The fact that the triangulation determines a triangulation T j of each M j/G
allows us to carry through this process without explicitly constructing a G-Morse
function. In figure 3 we show a simple example of this process for the Z4-action
on S2 defined by rotations about the x-axis. On the lefthand side of the figure
we show a triangulation of the orbit space S2/Z4 with four vertices, six edges
and four faces. Two of the vertices correspond to the fixed points of the action
on S2. The associated Z4-handlebundle decomposition of S2 will have a total of
10 handlebundles of index 2 (0-dimensional core), 24 handlebundles of index 1
(1-dimensional core) and 16 handlebundles of index 0 (2-dimensional core). In
terms of a Z4-Morse function on S2, the vertices will be sinks, centres of index 1

1The analytic version of semialgebraic – see [119]
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handles will be saddles and centres of index 2 handles will be sources. Once one
has the handlebundle decomposition of S2, it is trivial to draw the level curves
of the Morse function.

Figure 3. Z4-handlebundle decomposition for S2

9.3. G-Subshifts of finite type

In this section, we assume some familiarity with basic definitions and results
on subshifts of finite type [139, 102] (or topological Markov chains [100, chapter
1, section 9]). Our aim will be to describe an equivariant version of this theory.
In particular, we give an equivariant version of Williams’ result [179] on realizing
subshifts of finite type as basic hyperbolic sets of a diffeomorphism. We also
show that every C1-equivariant diffeomorphism of a compact G-manifold can be
equivariantly isotoped to an equivariantly Ω-stable diffeomorphism (the equivari-
ant version of Shub and Sullivan’s theorem [160]). There will be quite a few
preliminaries, mainly concerned with the case when G is not finite.

Recall that for n ≥ 1, n = {1, 2, . . . , n}. For n ≥ 2, let Σn = nZ denote the
space of all bi-infinite sequences x = (xi), with xi ∈ n, i ∈ Z. We give Σn the
product topology (discrete topology on n) and note that with this topology Σn

is a compact metrizable space. If θ ∈ (0, 1), we define a metric dθ on Σn by

dθ(x,y) = θN ,

where N = N(x,y) = max{N | xj = yj, |j| < N}. The topology defined by dθ
coincides with the product topology on Σn. Let σ : Σn → Σn be the shift map
defined by σ(x)i = xi+1, i ∈ Z,x ∈ Σn. The shift map defines a homeomorphism
of Σn (‘the full shift on n symbols’).
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G-subshifts of finite type, G is finite. Let G be a finite group and ψ : G→ Sn
be a representation of G into the symmetric group Sn of n. We give Σn the
structure of a G-space with G-action defined by

gxi = ψ(g)(xi), i ∈ Z, g ∈ G.
With this G-action, σ : Σn → Σn is an equivariant homeomorphism.

An n× n matrix A is called a 0-1 matrix if each entry A(i, j) = aij ∈ {0, 1}.
Let M(n) denote the set of 0-1 matrices. We have an action of G on M(n) defined
by

g(A)(i, j) = A(ψ(g)(i), ψ(g)(j)), (g ∈ G,A ∈M(n), i, j ∈ n).

Set M(n)G = M(n;ψ). Given A ∈M(n;ψ) define

ΣA = {x = (xi) ∈ nZ | A(xi, xi+1) = 1, i ∈ Z}.
Clearly ΣA is a compact G- and σ-invariant subspace of Σn.

A matrix A ∈M(n) is irreducible (or transitive) if for all i, j ∈ n, there exists
p = p(i, j) such that Ap(i, j) > 0.

Exercise 9.3.1. Show that σ : ΣA → ΣA is transitive (there exists a dense
orbit) if and only if A is irreducible.

Henceforth we always assume A is irreducible. We refer to σ : ΣA → ΣA as a
subshift of finite type.

We define the period of A to be the highest common factor of {n|An(i, i) >
0, i, j ∈ n}. When A has period 1, A is called aperiodic. If A is aperiodic then
σ : ΣA → ΣA is topologically mixing2.

Exercise 9.3.2. Verify that σ is topologically mixing if and only if A is
aperiodic (see [139, 102]).

Definition 9.3.3. Let X be a compact metric G-space and f : X → X be
a G-equivariant homeomorphism. We say that the pair (X, f) is a G-subshift of
finite type if there exists a representation ψ in some Sn, an irreducible matrix
A ∈M(n)G and an equivariant homeomorphism h : ΣA → X such that

h ◦ σ = f ◦ h.
Remark 9.3.4. It is easy to see that the pair (ΣA, σ) need not be uniquely

determined by f : X → X (see also Williams [179]).

Example 9.3.5. Let Z2 act on R2 as multiplication by ±I. Referring to
figure 4, we consider the oval Z2-symmetric region Ω ⊂ R2 defined as the union
of the rectangle Q and the half disks A and B. The rectangles P1, P2, P3 and
R1, R2, R3 are contained in Q. We assume −P1 = P3, −P2 = P2, −R1 = R3

and −R2 = R2. We define a smooth Z2-equivariant equivariant embedding f :
Ω → interior(Ω) such that f |Pi : Pi → Ri is an affine linear bijection, i =

2σ : ΣA → ΣA is topologically mixing if for every pair of non-empty open subsets U, V of
ΣA there exists N = N(U, V ) ∈ N such that σn(U) ∩ V 6= ∅, n ≥ N .
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1, 2, 3. We require that f has a hyperbolic attracting fixed point u ∈ f(A) (and
corresponding point −u ∈ f(B)) and that these are the only fixed points of f
in A ∪ B. Set Λ = ∩∞i=−∞f i(Q). Then (Λ, f |Λ) is Z2-equivariantly topologically
conjugate to the full Z2-shift σ : 3Z → 3Z where we take the representation
ψ : Z2 → S3 defined by ψ(−I)(1) = 3, ψ(−I)(2) = 2 and ψ(−I)(3) = 1. We

b a

dc

f(a)

f(d)

f(b)

f(c)
f(A)

f(B)

f(Q)(0,0)

P PP
2

A B 
Q

R

R

R

1

3

3

1

2

Ω

Figure 4. Z2-subshift of finite type

may extend f to an Z2-equivariant diffeomorphism of S2. To this end, regard
S2 as R2 ∪ {∞}. Since f is Z2-equivariantly isotopic to the identity map of
Ω, it follows from the equivariant isotopy theorem that f extends to a smooth
Z2-equivariant diffeomorphism of S2. We may require this extension to have a
hyperbolic repellor at ∞ and W u(∞) ⊃ S2 \ Ω. The resulting diffeomorphism
of S2 is Axiom A and even Z2-structurally stable. This example is based on the
construction described by Smale [163].

Exercise 9.3.6. (1) Show that for all p > 0, σp : Σn → Σn is topologically
conjugate to the full shift on np symbols. That is, there exists a homeomorphism
Hp : Σn → Σnp such that Hp ◦ σp = σ ◦Hp. Find and prove a similar result for
subshifts of finite type.
(2) Show that if Ap(i, j) > 0 for all i, j ∈ n, then Aq(i, j) > 0 for all q ≥ p,
i, j ∈ n.
(3) Suppose that (Σn, σ) is a full G-shift on n-symbols and that G acts freely on
Σn. Letting f denote the map induced by σ on Σn/G, show that (Σn/G, f) is
topologically conjugate to a full shift on n symbols. (This result fails if the action
of G is not free – see [68, chapter 4].)

G-subshifts of finite type when G is compact. Let G be a compact Lie group
and J,H be closed subgroups of G with J C H and H/J finite. Let ψ̃ be a
representation of H/J in Sn. We have an induced representation ψ : H → Sn.

Let A ∈ M(ψ̃;n) and σ : ΣA → ΣA denote the corresponding subshift of finite
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type. The representation ψ : H → Sn induces an H-action on ΣA. It follows that
σ : ΣA → ΣA has the structure of an H-subshift of finite type (we allow H to be
infinite).

Let χ : ΣA → G be a continuous skew H-equivariant map:

χ(hx) = hχ(x)h−1, (x ∈ ΣA, h ∈ H).

We form the twisted product G ×H ΣA and define the map σχ : G ×H ΣA →
G×H ΣA by

σχ([g, x]) = [gχ(x), σ(x)], ([g, x] ∈ G×H ΣA).

Since χ is skew H-equivariant, σχ is well-defined and a G-equivariant homeo-
morphism of G ×H ΣA. We may extend χ to a skew G-equivariant map χ :
G×H ΣA → G if we define χ([g, x]) = gχ(x)g−1 and then

σχ([g, x]) = χ([g, x])σ([g, x]),

where σ([g, x]) = [g, σ(x)]. With this notation, σχ = χσ.

Definition 9.3.7. Let X be a compact metric G-space and suppose that
f : X → X is a G-equivariant homeomorphism. We say that (X, f) is a G-
subshift of finite type if there exist closed subgroups J,H of G, with J CH and
H/J finite, a representation ψ̃ : H/J → Sn, A ∈ M(n; ψ̃), a skew H-equivariant
map χ : ΣA → G and a G-equivariant homeomorphism h : G ×H ΣA → X such
that

G×H ΣA
χσ−→ G×H ΣA





yh





yh

X
f−→ X

commutes

Example 9.3.8. Consider the representation (C2, SO(2)) which is defined
by eıθ(z1, z2) = (eıθz1, e

2ıθz2). All nonzero points with zero z1-coordinate have
isotropy Z2. Let u = (0, 1) ∈ C2 and set W = (Rıu)⊥. As a Z2-representation,
we may write W = Ru ⊕ V , where V is naturally isomorphic to the z1-axis.
The group Z2 acts trivially on Ru and as multiplication by ±I on V . Define
Iu = {(1 + s)u | s ∈ [−1

2
, 1

2
]} ⊂ Ru and let S = Iu × V ⊂ C2. Then S is a

slice at u for the action of SO(2). We define a smooth Z2-equivariant embedding
φ : S → S by

φ((1 + s)u, z1) = ((1− s

2
)u, f(z1)), s ∈ [−1

2
,
1

2
], z1 ∈ V ≈ C,

where f : C → C is the Z2-equivariant diffeomorphism constructed in exam-
ple 9.3.5. Let χ : S → SO(2) be a smooth map which equals the identity element
on a neighbourhood of the boundary of S (since SO(2) is Abelian, χ is auto-
matically skew-equivariant). Set U = SO(2) ×Z2 S and define F : U → U by
F ([eıθ, x]) = [eıθχ(x), φ(x)]. Using the equivariant isotopy extension theorem, we

may extend F to F̂ ∈ DiffSO(2)(C2). Restricting F̂ to U , we see that U contains
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two hyperbolic attracting relative equilibria and an SO(2)-subshift of finite type
which is topologically conjugate to the ‘full shift’ f on SO(2)×Z2 3Z. All SO(2)-
orbits in SO(2) ×Z2 3Z have dimension one. However, not all points have the
same isotropy. There is precisely one singular SO(2)-orbit through 2̄ (the point
corresponding to u ∈ C2 or the origin of V ).

Classes of maps covering the identity map on orbit space. If Λ is a closed G-
invariant subset of the G-manifold M , let F(Λ) denote the space of equivariant
maps f : Λ→ Λ satisfying

(a) f(x) ∈ Gx, for all x ∈ Λ (f covers the identity map on Λ/G).
(b) f is the restriction of a smooth diffeomorphism of M .

Noting (b), we may define the Cr-topology on F(Λ), 0 ≤ r ≤ ∞.
Suppose that H is a closed subgroup of G and (V,H) is an orthogonal repre-

sentation. We assume H-orbits are finite (equivalently, H0 acts trivially on V ).
Let π : G×H V → G/H denote the natural projection on G/H (π([g, x]) = g[H])
and recall that π : G×H V → G/H is a smooth G-vector bundle over G/H. Let
D denote a closed disk centre 0 in V . Set Σ = G×H D. Regard D as embedded
in Σ as {[e, x] | x ∈ D} = (π|Σ)−1([H]). Let F(Σ) denote the space of smooth
G-equivariant diffeomorphisms of Σ covering the identity map on Σ/G.

Lemma 9.3.9. Let U be an open neighbourhood of the identity element of G.
There exists a C0-open neighbourhood N = N (U) of IΣ in F(Σ) such that if
f ∈ N , then f = χIΣ, where χ : Σ→ U ⊂ G is smooth and skew G-equivariant.

Proof. Using an admissible local section of G → G/H, we can find a C0-
open neighbourhood N of IΣ such that if f ∈ N then there exists a smooth skew
G-equivariant map η : Σ → U ⊂ G such that η(x)f(x) ∈ π−1(x), for all x ∈ Σ
(see the proof of lemma 8.3.26). Let DP ⊂ D ⊂ Σ denote the open and dense
subset of D consisting of points of principal isotropy group J . We claim that
for U sufficiently small η(x)f(x) = x, x ∈ DP . Observe that since H-orbits are
finite, fS = {x ∈ DP | η(x)f(x) 6= x} is an open subset of DP . Since DP/H is
connected, we either have fS is empty or all of DP . Since H-orbits are finite, if
U is chosen sufficiently small then for all f ∈ N , there exists x ∈ DP such that
η(x)f(x) = x. Hence ηf = IΣ, for all f ∈ N . Take χ = η−1. �

Remark 9.3.10. We caution the reader that lemma 9.3.9 generally fails if
the dimension of G-orbits in Σ varies – that is, if H0 does not act trivially on V
(for an example, see exercise 8.3.25(2)).

Lemma 9.3.11. If f ∈ F(Σ) is equivariantly isotopic to IΣ through maps in
F(Σ), then there exists a smooth skew equivariant map χ : Σ → G such that
f = χIΣ.

Proof. By lemma 9.3.9, we may write f = f1 ◦ . . .◦fp, where each fi = χiIΣ
and χi is skew equivariant. �
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Define

J = ∩x∈VHx.

Lemma 9.3.12. (Notation as above.)

(1) J is a normal subgroup of H and J ⊃ H0.
(2) H/J is finite and the H-action on V induces a linear action of H/J on

V .
(3) The principal isotropy group of the action of H on V is constant, equal

to J .

Proof. (1) Since J = ∩x∈VHx, JCH; H0 acts trivially on V and so J ⊃ H0.
(2) Immediate from (1). (3) The principal isotropy group for the action of H/J
on V is constant (see exercise 3.7.10(1)) and so must be the identity by definition
of J . �

Given n ∈ G, let [n,H] = {nhn−1h−1 | h ∈ H}. Define

K(J,H) = {n ∈ NG(J) | [n,H] ⊂ J}.

Remark 9.3.13. If H is finite and J = {e}, then K(J,H) = CG(H).

Lemma 9.3.14. (Notation as above.)

(1) K(J,H) is a closed subgroup of NG(H).
(2) J CK(J,H).

Proof. Obviously, K(J,H) is a closed subset of G containing eG. If [n,H] ⊂
J , then n ∈ NG(H) since Jh ⊂ H, for all h ∈ H. Let n,m ∈ K(J,H), h ∈ H.
Then

nmh(nm)−1h−1 = n(mhm−1h−1)hn−1h−1,

= nj1hn
−1h−1, for some j1 ∈ J,

= j2nhn
−1h−1, where j2 ∈ J,

= j2j3, for some j3 ∈ J,
∈ J.

Hence K(J,H) is a subgroup of G. Since JCH, J ⊂ K and so, since K ⊂ NG(J),
we have J CK(J,H). �

Given n ∈ K(J,H), define βn : G×H V → G×H V by

βn([g, v]) = [gn, v], [g, v] ∈ G×H V.

Lemma 9.3.15. (Notation as above.) For all n ∈ K(J,H), βn : G ×H V →
G ×H V is a well-defined smooth G-vector bundle isomorphism of G ×H V such
that βn(x) ∈ Gx for all x ∈ G×H V .
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Proof. We must show that for all x ∈ V , g ∈ G, we have βn([g, x]) =
βn([gh−1, hx]). We have

βn([gh−1, hx]) = [gh−1n, hx],

= [gjnh−1, hx], since h−1nhn−1 ∈ J,
= [gjn, x],

= [gnj′, x], since J CK(J,H),

= [gn, j′x] = [gn, x],

= βn([g, x]).

Hence βn is well-defined. �

Lemma 9.3.16. Let L : G ×H V → G ×H V be a smooth G-vector bundle
isomorphism covering ` ∈ DiffG(G/H) and such that L(x) ∈ Gx for all x ∈
G×HV . There exists n ∈ K(J,H) such that L = βn. If we let p denote the number
of connected components of a Cartan subgroup of NG(J)/J containing n[J ], then
there exists n̂ ∈ K(J,H), with n̂p ∈ J , such that L is smoothly equivariant

isotopic to the G-vector bundle isomorphism L̂ = βn̂.

Proof. Regard V as embedded in G×H V as {[e, v] | v ∈ V }. Let VP denote
the open and dense subset of V consisting of points of principal isotropy J (for
the action of H on V ). If z ∈ VP , then Lz = nz for some n ∈ NG(J). We
claim that Lx = nx for all x ∈ VP and hence, by continuity, for all x ∈ V . Let
V (z) = {x ∈ VP | Lx = nx}. Clearly V (z) is open in VP since H-orbits are
finite and L covers ` ∈ DiffG(G/H). Since V (z) is obviously nonempty and L|V ,
x 7→ nx are both linear, V (z) = V and so Lx = nx for all x ∈ V . In order that
Lx = nx extend to a G-equivariant map of G×H V , L|V must be H-equivariant
and so [n,H] ⊂ J . Hence n ∈ K(J,H). Finally, suppose the Cartan subgroup C
of K(J,H)/J containing n[J ] is isomorphic to Ts × Zp. Choose n̂ ∈ K(J,H) so
that n̂[J ] ∈ C is of order p and lies in the same connected component of K(J,H)
as n. Necessarily, n̂p ∈ J . Let nt be a smooth curve in K(J,H) joining n to n̂.
Using the previous lemma, we may define the required equivariant isotopy Lt of
G-vector bundle isomorphisms of G×H V by Lt = βnt , t ∈ [0, 1]. �

Remarks 9.3.17. (1) In lemma 9.3.16, we cannot just quotient by J and
assume that the principal isotropy group is trivial. This is because although
J CK(J,H), it is not necessarily the case that J CG. Of course, if we know the
result when J = {e}, it is not hard to deduce the general result proved above.
(2) In lemma 9.3.16, we could have chosen n̂ so that n̂P = e – however, this would
generally require P to be a multiple of the integer p defined above (take a Cartan
subgroup Tr × Zq of K(J,H) containing n).

Lemma 9.3.18. Let f ∈ F(Σ). There exists a smooth skew G-equivariant map
χ : Σ→ G, n, n̂ ∈ K(J,H) and a smallest strictly positive integer p such that

(1) f = χβn.
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(2) n̂p ∈ J .
(3) f is smoothly G-equivariantly isotopic to βn̂ through elements of F(Σ).

Proof. Define L : G×H V → G×H V by

L(x) = lim
t→0

f(tx)

t
,

where tx is defined as multiplication by t in the fibre over π(x) of the vector
bundle π : G×H V → G/H. It is straightforward to verify that L is well-defined
and a smooth G-vector bundle isomorphism of G ×H V (L can be equivalently
defined in terms of Tf restricted to vertical fibres along the zero section of the
tangent bundle of G ×H V ). Since f(x) ∈ Gx for all x ∈ G ×H V , the same is
true for L and so, by lemma 9.3.16, there exists n ∈ K(J,H) such that L = βn.
We define a smooth G-equivariant isotopy ft, t ∈ [0, 1], between L|Σ and f by

ft(x) =

{

t−1f(tx) if t 6= 0 and x ∈ Σ

L(x) if t = 0 and x ∈ Σ.

Set k = β−1
n f ∈ F(Σ). Since k is isotopic to the identity, we deduce from

lemma 9.3.11 that there exists a smooth skew G-equivariant map χ : Σ → G
such that k(x) = χ(x)x, x ∈ Σ. Hence f = χβn. The remaining statements of
the lemma are immediate from lemma 9.3.16. �

Definition 9.3.19. Suppose that f : Σ → Σ is a smooth G-equivariant
diffeomorphism (or embedding) and that Λ is a compact G- and f -invariant
subset of Σ. We say that f |Λ has representable shift dynamics if Λ = G×H ΣA,
for some 0-1 matrix A, and there exists η ∈ F(Σ) such that f |Λ = ησ.

Remarks 9.3.20. (1) If f |Λ has representable shift dynamics, then the dy-
namics on the orbit space Λ/G is the same as dynamics on the orbit space of the
G-subshift of finite type σ : G×H ΣA → G×H ΣA.
(2) If f |Λ has representable shift dynamics, then we are realizing theH-subshift of
finite type σ : ΣA → ΣA by a smooth mapping g : D → D. That is, g = η−1f |D
and g|ΣA = σ (recall Σ = G×HD). Later we show that every H-subshift of finite
type, with H finite, can be realized by a smooth H-equivariant map on a twisted
product. For the present we assume this implicitly and investigate G-equivariant
maps with representable shift dynamics.

Theorem 9.3.21. If f |Λ has representable shift dynamics, f is G-equivariantly
conjugate to a G-subshift of finite type.

Proof. Suppose that f |Λ = ησ, where Λ = G ×H ΣA and η ∈ F (Λ). It
follows from lemmas 9.3.18 and 9.3.11 that there exist n ∈ K(J,H) and a smooth
skew equivariant map χ : Λ → G such that np ∈ J and f = χβnσ. Let
ψ : H → Sn denote the representation of H in Sn associated to the G-subshift
σ : G ×H ΣA → G ×H ΣA. Let q ≥ 1 be the smallest positive integer such that
nq ∈ H. Clearly q|p. If we define H̃ = 〈H,n〉, then H C H̃ and H̃/H ∼= Zq.



9.3. G-SUBSHIFTS OF FINITE TYPE 293

Let Snq be the symmetric group on the nq symbols {x11, . . . , x1q, x21, . . . , xmq}.
Define a representation ψ̃ : H̃ → Snq by

ψ̃(h)(xij) = xuj, where ψ(h)(xi) = xu,

ψ̃(n)(xij) = xij+1, if j + 1 ≤ q,

ψ̃(n)(xiq) = xu1, where ψ(nq)(xi) = xu.

(In order to verify that these relations define ψ̃ as a group homomorphism we
need [n,H] ⊂ J and our assumption that J acts trivially on Sn.) Define the

non-zero entries of Ã ∈M(mp; ψ̃) by

Ã((i, j), (i′, j′)) = 1 if A(i, i′) = 1 and j′ = j + 1 ≤ q,

= 1 if j = q, j′ = 1 and A(ψ(nq)(i), i′) = 1.

Set Λ̃ = G×H̃ ΣÃ and let σ̃ denote the corresponding shift map on Λ̃. Define

k : H̃ ×H ΣA → ΣÃ

by k([h̃,x]) = x̃, where x̃i = ψ̃(h̃)(xi), for all x ∈ ΣA, h̃ ∈ H̃, i ∈ Z. The
map k defines an H̃-equivariant homeomorphism and k extends uniquely to a
G-equivariant homeomorphism k : Λ → Λ̃ which commutes with the shift maps
defined on Λ, Λ̃. Now define f̃ = kfk−1. Then f̃ = χ̃σ̃, where χ̃ = χk−1 is skew
equivariant. �

9.3.1. Stability and the realization of G-subshifts of finite type as
basic sets of equivariant diffeomorphisms. Let M be a compactG-manifold.
We recall (see [163]) that the Ω-set Ω(f) of f ∈ Diff(M) is the set of points
x ∈ M such that for every neighbourhood U of x, there exists n > 0 such that
fn(U)∩U 6= ∅. It is easily seen that Ω(f) is a compact f -invariant subset of M .
If f is G-equivariant, then Ω(f) is a G-invariant subset of M .

Definition 9.3.22. Let f be a smooth G-equivariant diffeomorphism of the
compact G-manifold M . We say that f is equivariantly Ω-stable if there exists a
neighbourhoodN of f in DiffG(M) such that if F ∈ N , there exists an equivariant
homeomorphism h : Ω(f) → Ω(F ) and a continuous skew equivariant map χ :
Ω(f)→ G such that

χ(x)F (h(x)) = h(f(x)), (x ∈ Ω(f)).

Remarks 9.3.23. (1) If G is finite, we can dispense with the skew equivariant
map χ of the definition. If G is not finite, then even a hyperbolic attracting
relative fixed point will generally require a nontrivial χ in the definition of Ω-
stability so as to allow for drifts along G-orbits.
(2) The equality χ(x)F (h(x)) = h(f(x)) determines a conjugacy at the orbit
space level.

Definition 9.3.24. Let f ∈ DiffG(M) and suppose that Λ is a compact G-
and f -invariant subset of M . We say that Λ is transversally hyperbolic (for f) if
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(1) All G-orbits in Λ have the same dimension.
(2) Λ is normally hyperbolic for f with centre bundle given by the G-action.

That is, there exists a continuous G- and Tf -invariant splitting TΛM =
L⊕ Eu ⊕ Es of G-vector bundles such that
(a) Lx = TxGx, for all x ∈ Λ.
(b) Given a G-invariant Riemannian metric on TM , there exist C > 0,

λ ∈ (0, 1) such that

‖Tmf(v)‖ ≤ Cλm‖v‖, v ∈ Es,m > 0,

‖T−mf(v)‖ ≤ Cλm‖v‖, v ∈ Eu,m > 0.

Remark 9.3.25. More generally we say that a compact G- and f -invariant
subset Λ is transversally hyperbolic if it can be written as a finite union of mutu-
ally disjoint pieces each of which satisfy the conditions of the definition. Note that
if G is finite (or G-orbits are finite) then transversally hyperbolic is equivalent to
hyperbolicity.

Theorem 9.3.26 (Isotopy, density and stability theorem). Let M be a com-
pact G-manifold and f ∈ DiffG(M). Then f is smoothly equivariantly isotopic to

an equivariant diffeomorphism f̃ satisfying

(1) Ω(f̃) is transversally hyperbolic.

(2) Ω(f̃) consists of a finite number of relative periodic points and G-subshifts
of finite type.

(3) f̃ is equivariantly Ω-stable.

Furthermore, the subset of DiffG(M) consisting of diffeomorphisms satisfying
(1,2,3) is C0-dense in DiffG(M).

Theorem 9.3.27 (Realization theorem). Let (X,φ) be a G-subshift of finite
type. There exists a compact connected G-manifold M and f ∈ DiffG(M) such
that f satisfies (1,2,3) of theorem 9.3.26 and one of the indecomposable pieces of
Ω(f) is equivariantly topologically conjugate to (X,φ).

Proof of theorem 9.3.26 In the case where there is no G-action, (1–3) of
theorem were proved by Smale [164] using isotopies relative to a handlebody
decomposition of M . The density statement is due to Shub [159] and the proof
is given in Shub and Sullivan [160] where it is shown that every diffeomorphism
on a compact manifold can be smoothly isotoped to a C0-close structurally sta-
ble diffeomorphism. The method in this case depends on constructing a ‘fitted’
handlebody decomposition of M . The fitted condition is needed for structural
stability; it is not needed for Ω-stability. The arguments in the equivariant case
are completely analogous. We construct a G-handlebody decomposition of M
using an excellent G-Morse function. The diameter of the handles can be made
arbitrarily small using the triangulation technique described in section 9.2.2. The
isotopy argument follows Smale [164]. In order to show that the invariant sets
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constructed are G-subshifts of finite type, we use theorem 9.3.21. We refer to [56]
for more complete details and note that the G-handlebundle decompositions we
constructed using excellent G-Morse functions allow us to perform the required
equivariant isotopies without running into any obstructions caused by the pres-
ence of a G-action. Indeed, we could carry through the arguments at the orbit
space level. �

Proof of theorem 9.3.27 The proof is a straightforward equivariant gener-
alization of the argument used by Williams [179]. We refer to [56] for detailed
arguments. �

Remark 9.3.28. Oliveira proved the C0-density and isotopy theorem for
flows [136] and we would expect that his results (and techniques) extend to
equivariant flows.

9.4. Suspensions

Let X be a G-space. In this section we review the suspension construction
for equivariant dynamical systems. Specifically, we show that every equivariant
homeomorphism f : X → X can be represented as the time one map of an
equivariant flow Φf

t on a G-space Xf determined by f . If X is a G-manifold
(possibly with boundary) and f is smooth, then Xf will be a G-manifold and Φf

t

will be smooth.
Let G act on X ×R by g(x, t) = (gx, t), g ∈ G, (x, t) ∈ X ×R. We define the

trivial G-equivariant flow Tt on X × R by integrating the unit vector field along
R. That is,

Tt(x, s) = (x, s+ t), (x, s) ∈ X × R, t ∈ R.
We let Xf be the quotient space of X × R defined by the equivalence relation

(f(x), s) ∼ (x, s+ 1), (x, s) ∈ X × R.
Since f is G-equivariant, Xf has the structure of a G-space. If X is a smooth
G-manifold, then Tt is smooth and Xf inherits the structure of a smooth G-
manifold from that on on X. If we let π : X × R → Xf denote the quotient
map, then Tt induces a G-equivariant flow Φf

t on Xf by Φf
t (π(x, s)) = πTt(x, s),

(x, s) ∈ X × R. We call Xf the suspension of X and Φf
t the suspension flow.

The space Xf can be represented explicitly as the cylinder X× [0, 1] with the
ends identified according to (f(x), 0) ∼ (x, 1). If f is the identity map of X, then
Xf = X×T (where we regard T = R/Z). If f is not homotopic (strictly, isotopic)
to the identity map, then Xf will not be homeomorphic to X ×T. For example,
if X = [−1, 1] and f(x) = −x, then Xf is the Mobius band (see figure 5).

Remark 9.4.1. All the constructions we have given above work carry through
if f is only a (smooth) embedding into X. In that case, the flow Φf

t will not
generally be defined for all negative values of t. However the associated vector
field will be well-defined and can be extended equivariantly to all of Xf (for



296 9. DYNAMICAL SYSTEMS ON G-MANIFOLDS

π(x,0)

π(−x,0)

π(0,0)

(−x,0)

(0,0)

(x,0) (x,1)

(0,1)

(−x,1)

π

 

Figure 5. Suspension flow on the Mobius band

example, using the weak version of Whitney’s extension theorem applicable to
manifolds with boundary).

Dynamical properties of f lift to properties of the suspension flow. For ex-
ample, every fixed point x of f corresponds to a periodic orbit of period 1 for
Φf
t through (x, 0). Points of period p for f correspond to periodic orbits for Φf

t

of period p. More generally, a relative fixed point of f lifts to a relative equilib-
rium of Φf

t and a relative periodic orbit of f will lift to a relative periodic orbit
of Φf

t with the same relative period. Similarly, hyperbolicity, transversality and
G-transversality all lift (see exercises 9.4.3(8) for mixing properties).

We define an embedding of i : X → Xf by i(x) = π(x, 0), x ∈ X. The
embedded image i(X) = X0 of X defines a section for the suspension flow. That

is, for every x ∈ X0, there exists a smallest T (x) > 0 such that φfT (x)(x) ∈ X0. In

this way we define a map F : X0 → X0 by F (x) = Φf
T (x)(x). For the suspension

flow constructed above, T ≡ 1 and F = f . However, the construction applies
whenever a flow has a section. The construction is useful if the flow has local
sections – for example in a neighbourhood of periodic orbit. The resulting map
is just the Poincaré map for the periodic orbit.

Since the return times to a section need not be constant, it is useful to gen-
eralize our definition of suspension. Suppose that r : X → R is strictly positive
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(r is called a roof function). For n ∈ Z, n 6= 0, x ∈ X, we define

rn(x) =
n−1
∑

j=0

r(f j(x)), n > 0,

= −
−1
∑

j=−n

r(f j(x)), n < 0.

We generate an equivalence relation ∼ on X × R by

(f(x), s) ∼ (x, s+ r(x)), (x, s) ∈ X × R.
It follows from the definition of rn that (x, t) ∼ (y, s) if and only either x = y,
s = t or there exists n ∈ Z, n 6= 0, such that y = fn(x) and t = s+ rn(x). We let
Xf
r denote the quotient space of X ×R defined by ∼. The trivial flow on X ×R

induces a flow Φr,f
t on Xf

r . Just as above, we let X0 denote the image of X in

Xf
r by the embedding i(x) = (x, 0). The set X0 defines a section for the flow Φr,f

t

and clearly the first return times to the section X0 are given by the roof function
r. That is, for all x ∈ X0, Φr,f

r(x)(x) = f(x) ∈ X0.

Example 9.4.2. Let Σ be a relative periodic orbit of X ∈ C∞G (TM). Let
(D,D′, P, τ) be a Poincaré system for Σ. We recall (section 8.4.5) that P :
D′ → D and P (x) = ΦX(x, τ(x)) ∈ D. The flow ΦX

t is smoothly equivariantly

conjugate to the suspension flow Φτ,P
t near Σ.

Exercise 9.4.3. (1) Let f : X → X be a homeomorphism. Suppose that

x0 ∈ X has dense orbit in X. Show that the Φf
t -orbit of (x0, 0) ∈ Xf is dense in

Xf (transitivity lifts).
(2) Regard T = R/Z. Let f : T → T be defined by f(θ) = θ + α, α ∈ [0, 1).
Show that Xf is the 2-torus T2. Describe the suspension flow in case (a) α = p/q
(rational), (b) α irrational.
(3) Suppose that f : X → X is minimal (the only closed invariant subsets of X
for f are X and the empty set). Is the suspension flow minimal? What about

the time-T map Φf
T : Xf → Xf?

(4) DescribeXf and the suspension flow in case f : T→ T is defined by f(θ) = −θ
(if we regard T = S1 ⊂ C, f is complex conjugation: f(z) = z̄.
(5) Show that if f : X → X is continuous, but not a homeomorphism, then

the suspension construction defines Φf
t as a semiflow. Investigate in the case

f : T → T is the tripling map defined by f(θ) = 3θ. The tripling map is Z2-
equivariant with respect to the action defined by θ 7→ θ+ 1/2 (T = R/Z). What

does this imply about Φf
t ?

(6) Let f : X → X be a homeomorphism and r : X → R be a roof function.

Suppose that x ∈ X has prime period p for f . Show that Φr,f
t has a periodic

orbit γ through (x, 0). What is the period of γ?
(7) Suppose that f is the map of (2) with α-irrational. Can you find a roof
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function r : S1 → R such that the time-1 map of the suspension flow Φr,f
t has

dense trajectories? is minimal?
(8) f : X → X is topologically mixing if for every pair of nonempty open subsets
U, V of X, there exists N = N(U, V ) ∈ N such that fn(U)∩V 6= ∅, for all n ≥ N .
There is a similar definition of topological mixing for flows with the condition
fn(U) ∩ V 6= ∅, for all n ≥ N replaced by Φt(U) ∩ V 6= ∅, for all t ≥ T (U, V ).

Show that the suspension flow Φr,f
t of a topologically mixing homeomorphism is

not topologically mixing if r is constant.

9.5. The inverse limit: turning maps into a homeomorphisms

We continue to assume X is a G-space or G-manifold, as appropriate (for our
applications, G will always be finite). Suppose that f : X → X is a continuous
equivariant map which is onto but not necessarily a homeomorphism of X. In
this section we review a process that enables us to generate an equivariant home-
omorphism f̂ from which one can reconstruct f . (The construction is a special
case of the inverse limit [45, Appendix II].)

If f is not 1:1 then the inverse image f−1(x) of a point x ∈ X will generally
contain more than one point and so x will generally not have a ‘unique’ history.
More formally, if x0 ∈ X, it may be possible to find many sequences (zn)n≥1, such
that f(z1) = x0, f(z2) = z1, . . . . Typically, the number of points in f−n(x0) may
grow exponentially fast, even for quite simple maps f .

Example 9.5.1. If we identify T with R/Z, the tripling map f : T → T is
defined by f(θ) = 3θ, mod Z. A straightforward computation shows that for
n ≥ 1, ψ ∈ [0, 1),

f−n(ψ) =
ψ

3n
+ { p

3n
| 0 ≤ p < 3n}.

Hence for all ψ ∈ T, f−n(ψ) contains exactly 3n points. Clearly, f−n(ψ) is a
Z2-invariant subset of T, where the Z2-action on T is defined by θ 7→ θ + 1/2,

We shall define the space Σ of all possible histories of points in X and show
that f naturally induces a homeomorphism f̂ of Σ. The space Σ will inherit the
structure of a G-space and the homeomorphism f̂ will be G-equivariant.

It is convenient to assume in what follows that (X, d) is a compact met-
ric G-space. Since X is compact, d is bounded on X and, replacing d by
d/ supx,y d(x, y), it is no loss of generality to assume that d ≤ 1. Of course,
we may and shall assume that the metric d is G-invariant.

Let X∞ = Π∞i=1X denote the infinite product of X. We regard X∞ as the
space of all sequences x = (xn)n≥0 of points of X,

X∞ = {(x0, x1, . . .) | xi ∈ X, all i ≥ 0}.
We take the product topology on X∞. It follows by Tychonoff’s theorem that
X∞ is compact. The topology is metrizable and given by the metric d∞ defined
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by

d∞(x,y) =
∞
∑

j=0

2−j−1d(xj, yj), (x = (xj),y = (yj)).

Observe that d∞ ≤ 1 on X∞. The action of G on X extends to X∞ by

g(x0, x1, . . .) = (gx0, gx1), (g ∈ G, (x0, x1, . . .) ∈ X∞).

It is straightforward to verify that this action of G gives X∞ the structure of
a G-space and that d∞ is a G-invariant metric on X∞. For n ≥ 0, define the
continuous G-equivariant projection map pn : X∞ → X by

pn(x) = xn, x = (xj).

The map f induces a continuous equivariant map f̂ : X∞ → X∞ by f̂(x)j =
f(xj), j ≥ 0 (the sequence (xn) is mapped to the sequence (f(xn))).

We define S(X, f) = S ⊂ X∞ to be the space of all sequences (xn) such that

f(xn+1) = xn, n ≥ 0.

Each sequence (xn) ∈ S represents a possible history of the initial point x0.

Lemma 9.5.2. Let f : X → X be continuous, equivariant and onto. Then

(a) S(X, f) is a compact nonempty G-invariant subspace of X∞.

(b) The map f̂ restricts to an equivariant homeomorphism f̂ : S → S.
(c) The projections pn : S → X are all onto.

(d) fpn = pnf̂ , n ≥ 1.

Proof. We prove (b) and leave the remaining statements to the reader.

First observe that f̂ is injective since f̂(x0, x1, . . .) = (f(x0), x0, x1, . . .) and so if

f̂(x) = f̂(y), we have x = y. On the other hand, if x = (x0, x1, . . .) ∈ S, then

f̂(x1, x2, . . .) = x since f(x1) = x0. Since f̂ is a continuous bijection of compact

metric spaces it follows that f̂ is a homeomorphism. �

Remarks 9.5.3. (1) S(X, f) is called the inverse limit (space) of f : X → X
and is commonly denoted by lim←− X or lim←− f : X → X. We often refer to the

map f̂ as the shift map on lim←− X.

(2) Statement (a) of lemma 9.5.2 holds without the assumption that f is onto.
However, S may consist of a single point.
(3) For (c) we need the compactness of X (or extra conditions). If X is not
compact, and f not onto then S may be empty. Notice that (c) shows that S is
at least as big as X.
(4) We can use (b,c,d) of the lemma to reconstruct f knowing :̂S → S. Specifi-
cally, given x ∈ X, we may, by (c), choose x ∈ S such that p1(x) = x. We then

define f(x) = p0(x). Observe that f(x) is well-defined since f̂ is a homeomor-
phism.
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The inverse of f̂ : S → S is given by (x0, x1, . . .) 7→ (x1, x2, . . .).
Dynamical properties of f : X → X often lift nicely to the inverse limit. We

recall some standard definitions.

Definition 9.5.4. Let f : X → X be a continuous map.

(1) f is transitive if there exists x0 ∈ X such that the forward f -orbit
{fn(x) | n ∈ N} is dense in X.

(2) f is topologically transitive if for all non-empty open subset U, V of X,
there exists p = p(U, V ) ∈ N such that fn(U) ∩ V 6= ∅.

(3) f is topologically mixing if for all non-empty open subset U, V of X, there
exists N = N(U, V ) ∈ N such that fn(U) ∩ V 6= ∅, for all n ≥ N .

Remarks 9.5.5. (1) If f is onto and X is perfect3, then f is transitive if
and only if f is topologically transitive. Obviously, topological mixing implies
topologically transitive.
(2) Transitivity, topological transitivity and topological mixing are all invariants
of topological conjugacy.

Lemma 9.5.6. Let X be a compact perfect metric space. A continuous map
f : X → X is transitive if and only if f is topologically transitive. A necessary
condition for (topological) transitivity is that f is surjective.

Proof. (Sketch.) This is a standard result in topological dynamics – though
there are variations on the statement depending on the exact definition of transi-
tive and the properties of the map f . If f is topologically transitive, then f must
be surjective since X is assumed compact (either the open set X \ f(X) consists
of a single point, violating the assumption that X is perfect, or we can choose
disjoint nonempty open subsets U, V of X \f(X)). If f is transitive, but not sur-
jective, then the open set X \ f(X) would consist of a single point, contradicting
the assumption that X is perfect. The proof that topological transitivity implies
transitivity uses the Baire category theorem (and does not use X perfect). For
the converse, we use the fact that there are no isolated points to show that if the
forward-orbit of x under f is dense then given any y ∈ X, there is a subsequence
of (fn(x)) converging to y. �

Exercise 9.5.7. Show that the condition that X be perfect is necessary in
lemma 9.5.6. Specifically, find an example of a continuous map of a compact
metric space which is transitive but not topologically transitive (according to our
definitions of transitivity and topological transitivity).

Given f : X → X and an integer p ≥ 1, we let Perp(f) denote the subset of
X consisting of points of period p for f . We let Per(f) = ∪p≥1Perp(f) denote the
set of all periodic points of f .

3X is perfect if every point of X is an accumulation point of X. Equivalently, X has no
isolated points.
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Proposition 9.5.8. Let f : X → X be a continuous surjective map of the
perfect compact metric space X.

(a) The inverse limit S = S(X, f) is perfect.

(b) If Per(f) is dense in X then Per(f̂) is dense in S.

(c) If f topologically transitive then f̂ is topologically transitive.

(d) If f topologically mixing then f̂ topologically mixing.

Proof. (Sketch) We leave the proofs of (a,c) and (d) to the reader and sketch
the proof of (b). Suppose q ∈ PerQ(f). If we set qi = f i(q), 0 ≤ i ≤ Q− 1, then

the periodic sequence w(q) = qQ−1qQ−2 . . . q0 ∈ S is a point of period Q for f̂ . Let
x ∈ S and ε > 0. Choose N ∈ N so that 2−N < ε. Since X is compact, f , . . . ,
fN are uniformly continuous and so we can choose δ > 0 such that if d(x, y) < δ,
then d(fn(x), fn(y)) < ε, 0 ≤ n ≤ N . Since periodic points are dense in X, we
may choose a periodic point q ∈ X such that d(q, xN) < δ. Suppose q has prime
period Q and write N + 1 = rQ+ s, s ∈ [0, Q− 1]. Define w = σQ−s(w(q)). and
note that wN = q. Hence, d(wN , xN) < δ and so d∞(w,x) < ε, proving (b). �

Remarks 9.5.9. (1) The assumptions of proposition 9.5.8 are unnecessarily

strong. For example, the density of Per(f̂) follows without the assumption that
X is perfect.
(2) Suppose that f : X → X is continuous and for every non-empty open subset
U of X there exists p = p(U) ∈ N such that fp(U) = X. It is immediate that f

is topologically mixing and therefore f̂ : S → S will be topologically mixing and
therefore topologically transitive (and transitive by lemma 9.5.6).

Example 9.5.10. Let f : T → T be the tripling map defined by d(θ) = 3θ,
mod Z. Since f triples arc length, for any non-empty open subset U of S1, there
exists p = p(U) such that fp(U) = T. Hence f is topologically transitive and
therefore transitive since T is perfect. By example 9.5.1, Per(f) is dense in T.

By proposition 9.5.8, Per(f̂) is dense in S(T, f) and f̂ is topologically mixing.

Exercise 9.5.11. (1) Show that the inverse limit of the tripling map defined
in the previous example has the structure of a compact topological group (mul-
tiplication defined coordinate wise). This group – known as the triadic solenoid
– is far from Lie and does not embed in any orthogonal group O(n). (See also
example 1.4.7 for the general case of p-adic solenoids. The triadic solenoid is the
Pontryagin dual of the group Z[1

3
] of triadic rationals.)

(2) Suppose that (X,G) is a compact perfect metric G-space and f : X → X is
a G-equivariant continuous surjection.

(a) Suppose that H is the isotropy subgroup of a point in X and that f |XH :
XH → XH is onto. Show that SH 6= ∅.

(b) Show that if S contains a point with isotropy subgroup H, then there
exists a point of X with isotropy group H. (You might prefer to assume
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that G is finite, though the result is true provided that G is a compact
Lie group).

The inverse limit construction gives a satisfactory way of manufacturing an
equivariant homeomorphism from a continuous equivariant surjective map. Of
course, the construction is abstract and gives no hint as to how one might realize
the inverse limit as an invariant – even hyperbolic – set of a smooth equivariant
map. This question was considered by Williams [178, 180] who gave sufficient
conditions for the realization of the inverse limit as a hyperbolic attractor of
a smooth diffeomorphism. Later, parts of Williams’ theory were extended to
equivariant maps by Field, Melbourne and Nicol [64]. In the next section we
describe some of these extensions as well as some more recent work done by
Jacobs [97].

9.6. Solenoidal attractors

In this section we prove a number of results about hyperbolic attractors for
equivariant diffeomorphisms. Most of the results we present are based on the
paper [64] which in turn was inspired by earlier work of Williams on 1-dimensional
expanding maps and attractors [178].

We always assume the group G is finite. We recall some results from sec-
tion 3.7. If M is a connected G-manifold then the principal isotropy group is a
normal subgroup of G which acts trivially on M . Quotienting out by the prin-
cipal isotropy group we may and shall assume that the principal isotropy group
is trivial. Let MΠ denote the set of points with trivial isotropy. If there are no
reflections for the action of G on M , then MΠ is a connected open and dense
G-invariant subset of M . So as to simplify our exposition we usually assume that
there are no reflections for the action of G on M and so MΠ is connected (this
restriction was not made in [64]).

If Λ is a nonempty closed subset of the G-manifold M , we define the symmetry
group GΛ of Λ by

GΛ = {g ∈ G | gΛ = Λ}.
Definition 9.6.1. Let M be a G-manifold, f ∈ DiffG(M) and Λ ⊂ M be a

closed f -invariant subset of M . We say that Λ is an attractor if

(1) For every open neighbourhood U of Λ, we can choose an open neighbour-
hood V ⊂ U of Λ such that fn(U) ⊂ V , n ≥ 0, and ∩n≥0f

n(V ) = Λ.
(2) f |Λ is transitive.

We may similarly define attractors for flows (for flows, transitivity implies the
attractor is connected).

Remark 9.6.2. As an immediate consequence of equivariance, we see that if
Λ is an attractor for f ∈ DiffG(M), then so is gΛ, for all g ∈ G.

The next lemma is a slight variant of a result originally proved by Chossat
and Golubitsky in the context of (non-invertible) equivariant maps [33].
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Lemma 9.6.3. Let Λ be an attractor for f ∈ DiffG(M). Then if g ∈ G,
gΛ ∩ Λ 6= ∅ if and only if g ∈ GΛ. A similar result holds for flows.

Proof. Let gΛ ∩ Λ 6= ∅ for some g ∈ G. We are required to prove that
gΛ = Λ. Suppose the contrary. We may assume that Λ is not finite – otherwise
Λ is a periodic orbit and the result is trivial. Since f is invertible and transitive,
Λ has no isolated points. Hence Λ is perfect and so (proof of lemma 9.5.6)
f |Λ is topologically transitive. Without loss of generality, suppose there exists
x ∈ Λ \ gΛ. Since gΛ is closed, we may choose an open neighbourhood W of x in
M such that W ∩gΛ = ∅. By remark 9.6.2, gΛ is an attractor and so we may pick
an open neighbourhood V of gΛ such that ∩n≥0f

n(V ) = gΛ and fn(V )∩W = ∅,
for all n ≥ 0. Since f |Λ is topologically transitive, and V ∩ Λ 6= ∅, there exists
n ≥ 0 such that fn(V ) ∩W 6= ∅. Contradiction. Hence gΛ = Λ. �

Remarks 9.6.4. (1) It follows from lemma 9.6.3 that the G-orbit of an attrac-
tor Λ consists of |G/GΛ| distinct attractors each with symmetry group conjugate
to GΛ.
(2) It is not required in lemma 9.6.3 that Λ be compact.

We may now state our main results on the existence of attractors with speci-
fied symmetry group.

Theorem 9.6.5. (Assumptions as above.) Let M be a G-manifold, dim(M) ≥
4, and H be a subgroup of G. There exists f ∈ DiffG(M) such that f has a
connected compact hyperbolic attractor Λ ⊂MΠ with symmetry group GΛ = H.

Theorem 9.6.6. (Assumptions as above.) Let M be a G-manifold, dim(M) ≥
5, and H be a subgroup of G. There exists smooth G-equivariant flow Φt on
M with connected compact hyperbolic attractor Λ ⊂ MΠ. with symmetry group
GΛ = H.

Remarks 9.6.7. (1) Both theorems give the existence of attractors consisting
entirely of points of trivial isotropy. Later we shall give examples of hyperbolic
attractors which contain points of nontrivial isotropy.
(2) If we allow the action of G on M to have reflections, then the theorems
continue to hold if we assume there exists a connected component M0 of MΠ

which is H-invariant. Weaker theorems hold if we drop this assumption [64].

Our construction of hyperbolic symmetric attractors is based on an equi-
variant version of the branched 1-manifolds studied by Williams in his work on
solenoidal attractors [178]. We call these smooth branched one-dimensional G-
manifolds smooth graphs. Following Williams, we consider a class of expanding
smooth G-equivariant maps f : Γ→ Γ of a smooth graph Γ. For these maps we
are able to realize the inverse limit S(Γ, f) = lim←− f : Γ → Γ as a hyperbolic at-

tractor of an equivariant diffeomorphism of an appropriately chosen G-manifold
or representation.
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9.6.1. Finite graphs. We start by recalling a few elementary definitions
and facts about finite graphs (we refer to [22] for more details).

A finite graph Γ consists of a finite set of vertices and a finite set of edges
that join pairs of vertices. If an edge lies in Γ, then the ends of the edge define
vertices which must also lie in Γ. A subset J ⊂ Γ is a subgraph if J is a graph
and the vertices and edges of J are vertices and edges of Γ. A path in Γ is a
finite sequence of (oriented) edges such that the initial vertex of each edge is the
terminal vertex of the preceding edge. A graph is connected if there is a path
between any two vertices. If each pair of vertices is joined by an edge, the graph
is completely connected.

Each edge E ∈ Γ may be given the structure of a metric space isometric
to the unit interval. The length of a path in Γ is defined in the obvious way
and we define the distance between two points in Γ as the length of the shortest
path joining the points. This construction defines a metric ρ on each connected
component of Γ. If we let D be the maximum diameter of the components of
Γ and define the distance between distinct components to be D + 1, then this
metric gives Γ the structure of a compact metric space.

It is sometimes useful to regard edges as oriented. That is, each edge will be an
edge from one vertex (the initial vertex) to another vertex (the terminal vertex).
Given a finite set V of vertices, the completely connected oriented graph on V is
the graph which has vertices V and exactly two edges, of opposite orientations,
joining each distinct pair of vertices in V . (If V consists of a single vertex the
completely connected oriented graph is defined to be the graph consisting of one
vertex and one edge.) More generally, we say a graph is a completely connected
oriented graph if it contains the completely connected oriented graph on its vertex
set.

Let v be a vertex and B(v, 1
4
) ⊂ Γ be the ρ-ball radius one quarter, centre

v. We define the degree of v to the the number of connected components of
B(v, 1

4
)\{v} (note that a loop at v contributes 2 to the degree of v). A connected

graph is Eulerian if it has at least one edge and each vertex has even degree. It
is well-known that Eulerian graphs are characterized by the property that there
exists a Eulerian circuit. That is, there is a (closed) path tracing through each
edge exactly once and with the same initial and terminal point. More generally,
there exists a Eulerian path tracing through each edge of the graph exactly once if
and only if the graph is connected and there are either two vertices or any vertices
of odd degree lie at the end points of the path. In particular, if Γ is Eulerian,
then the graph defined by removing an edge E from Γ will have a Eulerian path
provided that removing the edge does not disconnect Γ (that can only happen if
Γ has two vertices and one edge).

Example 9.6.8. The graph shown in figure 6(a) is the completely connected
oriented graph on 3 vertices. Like all completely connected oriented graphs, it is
Eulerian.
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Figure 6. Eulerian circuits and paths

The graph shown in figure 6(b) has no Eulerian circuits. It has a Eulerian
path joining the vertices B and C (but no Eulerian path joining any other pair
of vertices).

Exercise 9.6.9. Let E ∈ Γ be an edge and Γ\E be the graph defined as the
closure of Γ\E. Show that if Γ is a completely connected oriented graph, then in
order to disconnect Γ it is necessary to remove at least eight edges. In particular,
if Γ has fewer than four vertices, Γ cannot be disconnected by removing edges.

9.6.2. Branched 1-manifolds. Our definition of smooth graph is an adap-
tation of Williams [178] definition of branched 1-manifold. For our purposes, it
is sufficient to consider compact Hausdorff branched 1-manifolds without bound-
ary. We start by defining coordinate neighbourhoods. Fix a smooth function
φ : R→ R satisfying

φ(x) = 0, x ≤ 0,

> 0, x > 0.

(For example, take φ(x) = exp(−1/x), x > 0.) Given integers p, q ≥ 1, we define
the local branched 1-manifold Yp,q ⊂ R2 by

Yp,q = {(x, y) ∈ R2 | y = iφ(x), or y = jφ(−x), i = 0, . . . , p− 1, j = 0, . . . , q− 1}.
Note that Y1,1 is the x-axis – and so is non-singular. If p + q > 2, then Yp,q

has a branch point at the origin of R2 – see figure 7 for Y2,2.
A branched 1-manifold Σ will consist of a (compact) Hausdorff topological

space together with a differential atlas of coordinate neighbourhoods each of
which is diffeomorphic to some Yp,q. This definition gives Σ a smooth structure.
We may define smooth endomorphisms of Σ in terms of the smooth structure.

We say that a point z ∈ Σ is a point of type (p, q) if there is a chart ψ : U →
Yp,q where Ψ(z) = 0 and p ≥ q. If p + q > 2, we say z is a branch point. We let
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Figure 7. Local models for smooth graphs: Y2,2

B = B(Σ) denote the set of branch points. Since Σ is assumed compact, B is
finite. A point of type (p, q) with p+ q = 2 (equivalently p = q = 1) is a regular
point. The set of regular points of Σ has the structure of a 1-manifold which is
non-compact (unless B(Σ) = ∅).

Since each point in Σ has a neighbourhood which smoothly embeds in R2, it is
easy to construct a smooth embedding of Σ in Rn, n ≥ 3 (embed neighbourhoods
of branch points first, then connect the edges). If Σ is embedded in Rn, we may
define the tangent bundle TΣ ⊂ TRn in the obvious way.

Remarks 9.6.10. (1) For the situations we are interested in, it will always be
possible to define a smooth immersion f : [0, 1]→ Σ ⊂ Rn such that f([0, 1]) = Σ
(typically f will be a smooth Eulerian circuit). We could use this as the basis for
an alternative (but equivalent) approach to defining a smooth structure on Σ.
(2) For our applications, we will always be able to assume that branched 1-
manifolds locally embed in R2. However, if we want to allow for smooth non-free
group actions on branched 1-manifolds, the local models will typically only embed
in representations of degree greater than 2. A simple example may be constructed
by taking the representation (R3,Z3) with one-dimensional fixed point space L
and considering a Z3-invariant branched 1-manifold Σ which is tangent at the
origin to L. There will be no local smooth embedding of a neighbourhood of
0 ∈ Σ in R2.

For our purposes it is easiest to think of a branched 1-manifold as embedded
in Rn and a smooth map of a branched manifold as being the restriction of a
smooth map defined on a neighbourhood of the embedded branched manifold.
This is the approach we develop and use here.

9.6.3. Neighbourhoods of branched 1-manifolds. Let the branched 1-
manifold Σ be smoothly embedded in Rn. For our purposes, we need to be able
to construct neighbourhoods of Σ which have smooth boundary and a smooth
foliation transverse to Σ.

Proposition 9.6.11. Let Σ be a (compact) connected branched 1-manifold
which is smoothly embedded in Rn. Let W be an open neighbourhood of Σ. Then
there exists an open connected neighbourhood U of Σ such that

(1) U ⊂W .
(2) ∂U is smooth.
(3) There exists a smooth foliation F = {Fy | y ∈ Σ} of U such that
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(a) Each leaf Fy is an embedded (n− 1)-dimensional disk.
(b) TxFy ⊥ TxΣ, for all x ∈ Σ ∩ Fy, y ∈ Σ.
(c) If a leaf L ∈ F meets Σ at {y1, . . . , yk}, then Fyi = L, 1 ≤ i ≤ k.
(d) If W ? ⊂W is an open neighbourhood of U , we may choose an open

neighbourhood U? ⊂ W ? of U and a foliation F? of U? by (n− 1)-
disks such that every leaf L? ∈ F? meets U is a finite union of F
leaves.

In order to prove proposition 9.6.11, we start by looking at the local problem
of constructing foliated neighbourhoods in R2 of Yp,q.

Let d denote the Euclidean distance on Rn. Take the standard representation
of Y1,1 in R2 as the x-axis. Let r > 0. If we define

Ur(Y1,1) = {X ∈ R2 | d(X, Y1,1) < r},
then Ur is an open neighbourhood of Y1,1 in R2 and we have a smooth foliation
F(Y1,1, r) of Ur defined by the family of intervals Ix = {(x, y) | |y| < r}, x ∈ Y1,1.
Obviously ∂Ur is smooth. If p+ q > 1, we define

Ur = Ur(Yp,q) = {X ∈ R2 | d(X, Yp,q) < r}.
In this case, ∂Ur will have exactly p+ q − 2 corners – see figure 8(a) for the case
p = q = 2. All other points of ∂Ur are smooth.

(a)

(b)

Figure 8. The foliation of Ur and rounding corners

We take a smooth foliation of Ur by embedded open intervals Iy, y ∈ Yp,q,
such that Iy is everywhere perpendicular to Yp,q. Note that different y lead to
the same leaf if Iy meets Yp,q in more than one point. See figure 8(a). (We can
make an explicit construction of the leaves by defining a smooth nonzero vector
field on Ur which is everywhere orthogonal to Yp,q.) We smooth the corners so
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that there is precisely one leaf meeting each smoothed corner tangentially (see
figure 8(b)). In this way we obtain a foliated neighbourhood U? ⊂ W of Yp,q
with smooth boundary. We may require that Ur and U? coincide outside of a
(preassigned) neighbourhood of the corner points. Shrinking U? to U , we easily
satisfy the conditions of the proposition.

We may extend this construction to allow for Yp,q ⊂ R2 × {0} ⊂ Rn. In this
case, the leaves of the neighbourhood U will be n−1-disks except for the at most
p + q − 2-leaves which are tangential to rounded corner points. These singular
leaves will correspond to closed disks touching at one point. Of course, for the
open neighbourhood, we remove the points where the disks touch and recover a
foliation by open (n− 1)-disks. See figure 9 for the case n = 3 and Y2,2.

Figure 9. The foliation of a neighbourhood of Y2,2 in dimension 3

It is straightforward to patch together the local foliations described above and
so complete the proof of proposition 9.6.11.

9.6.4. Smooth graphs. Suppose that Γ is a finite connected graph with
vertex set V . Provided that the degree of each vertex is at least two, it is easy
to give Γ the structure of a compact connected branched 1-manifold with branch
set B ⊂ V. Of course, there are many ways we can do this depending on how
we arrange the edges at branch points. Conversely, every compact branched 1-
manifold without boundary determines a unique connected graph with vertex set
equal to the set of points of type not equal to (1, 1). Every vertex will have degree
at least two.

We define a smooth graph to be a finite graph with designated branched 1-
manifold structure. Implicit in our definition is the assumption that the degree
of each vertex is at least two. Of course, we can remove this restriction if we
allow for branched 1-manifolds with boundary (as was done in [64]).

If Γ is a smooth graph then every branch point of Γ is a vertex. Conversely,
every vertex of Γ, except for vertices of type (1, 1), will be a branch point.

9.6.5. Group actions on graphs.

Definition 9.6.12 (cf [7, 64]). Let H be a finite group. A graph Γ is an
H-graph if

(1) H maps vertices to vertices, edges to edges.
(2) H acts freely on the set of edges.
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If Γ is a smooth graph, then Γ is a smooth H-graph if Γ is an H-graph and H
acts smoothly on Γ.

Example 9.6.13. An important example of an H-graph is given by the com-
plete H-graph Γ(H) introduced in [7]. The graph Γ(H) is defined to be the
completely connected oriented graph with vertex set H. The left action of
H on the vertex set H induces (and uniquely determines) an orientation pre-
serving orientation preserving action of H on Γ(H). If Eγ,τ denotes the edge
joining γ to τ , γ 6= τ ∈ H, then hEγ,τ will be the edge Ehγ,hτ . If we define
J = {Ee,h | h ∈ H, h 6= e}, then J will be a (minimal) subgraph of Γ(H) with
H-orbit equal to Γ(H). In the sequel, we refer to J as a fundamental subgraph of
Γ(H).

Remark 9.6.14. If Γ is a smooth H-graph, then every point in the H-orbit
of a vertex has the same degree and type.

Definition 9.6.15. A smooth graph is balanced if the graph is connected and
every vertex is of type (p, p), for some p ≥ 1.

Lemma 9.6.16. The H-graph Γ(H) may be given the structure of a smooth
balanced H-graph.

Proof. It suffices to define coordinate neighbourhoods at each vertex of
Γ(H). Choose a fundamental subgraph J of Γ(H) all of whose edges have the
same initial vertex e. Denote the set of edges in J by {Ei = Ee,hi | i = 1, . . . , |H|}.
Every edge E ∈ Γ(H) may be written E = hEi, for unique i ∈ {1, . . . , |H|} and
h ∈ H. We require that the edge E = hEi correspond to the branch (i−1)φ in the
coordinate neighbourhood at h and to the branch (i−1)ψ in the coordinate neigh-
bourhood at hhi. It is easy to see that this construction gives Γ(H) the structure
of a smooth H-graph and that every vertex is of type (|H| − 1, |H| − 1). �

Remarks 9.6.17. (1) The smooth structure on Γ(H) is not unique – it de-
pends both on the choice of subgraph J and the ordering of the elements in J .
(2) In the sequel, we always regard Γ(H) as having one of the smooth graph
structures given by (the proof of) lemma 9.6.16.
(3) If Γ? is an H-graph containing Γ(H) with the same vertex set as Γ(H), then
we may give Γ? the structure of a smooth balanced H-graph. The proof is the
same as that of lemma 9.6.16.
(4) In some situations, it is possible to define smooth balanced structures on
H-graphs when H acts transitively on the vertex set. However, this needs some
care as if H permutes edges at a vertex, it may not be possible to prove that H
is a smooth action (that is, the restriction of a smooth H-action defined on the
space in which the H-graph is embedded).

Example 9.6.18. In figure 10(a), we show those edges in a smooth balanced
structure on Γ(D2) which have the identity element as an end point. (The non-
identity elements a, b, c ∈ Γ(D2) satisfy a2 = b2 = c2 = e, ab = c, bc = a, ca = b.)
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In figure 10(b), we show a smooth structure on the oriented graph Γ(Z3). Note

e a cb

(a) (b)

Figure 10. Smooth structures on graphs

that it is not possible to isometrically embed the graph in (R2,Z3) though we
can find an isometric embedding of Γ(Z3) as a Z3-invariant subset of (R3,Z3).

9.6.6. Twisted products and embeddings. Let H be a subgroup of the
finite group G and Γ be an H-graph. If we let G act trivially on Γ and by left
translation on G, then G× Γ has the structure of a G-graph. It follows that the
twisted product G×H Γ inherits the structure of a G-graph from that on G× Γ.
We omit the proof of the following lemma which summarizes the main properties
of this construction.

Lemma 9.6.19. (Notation as above.)

(1) The mapping iΓ : Γ→ G×H Γ, x 7→ [e, x], H-equivariantly embeds Γ as
a subgraph of G×H Γ.

(2) If Γ is connected, then G×H Γ has |G|/|H| connected components.
(3) If J is a fundamental subgraph for Γ, then J is a fundamental subgraph

for the G-graph G×H Γ.
(4) If Γ is a smooth H-graph, then G ×H Γ has the natural structure of a

smooth G-graph such that iΓ is a smooth embedding.

Next we consider the problem of embedding a smooth H-graph in a G-
manifold or representation. Following [64], we give a general embedding result.
However, as our main interest will be in embedding the completely connected
oriented graph Γ(H), we could just as well have given only a direct construction
of Γ(H) as a smoothly equivariantly embedded graph.

Proposition 9.6.20. Let H be a subgroup of the finite group G. Let Γ be
a smooth H-graph and suppose that H acts freely on Γ. Suppose that M is a
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connected G-manifold of dimension at least three and that the principal isotropy
group for the action of G on M is trivial. If there exists a connected H-invariant
component M0 of MΠ, then we may construct a smooth H-equivariant embedding
ξ : Γ → M0 ⊂ MΠ. Moreover, we may require that ξ extends to a smooth
G-equivariant embedding of G×H Γ in MΠ.

Proof. We start by choosing an H-equivariant embedding ξ of the vertex
set V of Γ into M0. For this it suffices to choose |V|/|H| points in M0 which map
to distinct points of the orbit space MΠ/H. Extend ξ G-equivariantly to the
vertex set G×H V of G×H Γ, Restricting ξ to V ⊂ Γ, extend ξ H-equivariantly
to an H-invariant open neighbourhood U of V in Γ. We assume that U is chosen
sufficiently small so that (a) each vertex in contained in one connected component
of U , (b) distinct components of U are mapped to non-intersecting subsets of M0

and (c) ξ|U extends G-equivariantly to a smooth G-equivariant embedding of
GU = G ×H U in MΠ. In particular, ξ|U will be an H-equivariant smooth
embedding. Extend ξ|U smoothly to the edges in a fundamental graph for Γ
so that ξ(J \ U) ∩ GU = ∅ and ξ(J) ⊂ M0. Extend by G-equivariance to all
G ×H Γ. We may do this so that the resulting map ξ : G ×H Γ → MΠ is a
smooth G-equivariant immersion and ξ(G ×H \GU) ∩ GU = ∅. Finally, since
dim(M) ≥ 3, we may perturb ξ to a smooth G-equivariant embedding. For this
we consider the composition q ◦ ξ : G ×H Γ → MΠ/G. Perturb q ◦ ξ outside of
a closed neighbourhood V ⊂ q(U) so that q ◦ ξ is injective and then lift back to
obtain a G-equivariant embedding ξ′ : G×H Γ→MΠ which will be equal to ξ on
q−1(V ). �

Remarks 9.6.21. (1) In general, we cannot embed smooth H-graphs in two
dimensional manifolds. For example, if m ≥ 2, there is no embedding of the
completely connected oriented graph Γ(Dm) in the standard representation of
Dm on R2. On the other hand, we can construct smooth graphs on Zm, m ≥ 2,
which embed in the standard representation of Zm on R2 (for a not completely
trivial example, see figure 10(b) in case m = 3.)
(2) If we are only interested in realizing the completely connected oriented graph
Γ(H) as a smoothly embedded graph in MΠ, we can give a very simple proof of
proposition 9.6.6. Consider the smoothly embedded graph K ⊂M0/H which has
one vertex of type (|H|−1, |H|−1) and |H|−1 edges. Lift K to M0 as a connected
H-graph. We leave it to the reader to fill in the routine details. Of course, we
may do all this so that Γ(H) equivariantly extends to the smoothly embedded
G-graph G ×H Σ. In this case we can even require that the embedding of Γ(H)
in M is isometric with respect to the graph metric on Γ(H) and an H-invariant
Riemannian structure on M (for this it is essential that dim(M) > 2).

Proposition 9.6.22. Let H be a subgroup of the finite group G. Suppose
that M is a connected Riemannian G-manifold of dimension at least three and
that the principal isotropy group for the action of G on M is trivial. Suppose
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ξ : Γ → MΠ is a smooth H-equivariant embedding of the connected H-graph Γ
which extends G-equivariantly to an embedding of G×H Γ in MΠ There exists an
open H-invariant connected neighbourhood U of Σ = ξ(Γ) such that

(1) gU ∩ U 6= ∅ if and only if g ∈ H.
(2) ∂U is smooth.
(3) There exists a smooth H-invariant foliation F = {Fy | y ∈ Σ} of U such

that
(a) Each leaf Fy is an embedded (n− 1)-dimensional disk.
(b) TxFy ⊥ TxΣ, at all points x ∈ Σ ∩ Fy, all y ∈ Σ.
(c) If a leaf L ∈ F meets Σ at {y1, . . . , yk}, then Fyi = L, 1 ≤ i ≤ k.

Proof. The proof is an equivariant version of that of proposition 9.6.11. �

9.6.7. Smooth Eulerian paths.

Proposition 9.6.23. Let Γ be a smooth connected graph containing at least
one edge.

(1) There exists a smooth Eulerian circuit for Γ if and only if Γ is balanced.
(2) If E ∈ Γ is an edge with distinct end points v1, v2, then there exists a

smooth Eulerian path joining v0 to v1 in Γ\E if and only if Γ is balanced.

Proof. Since (1) is obviously equivalent to (2), it suffices to prove (1). First
of all note that if there is a smooth Eulerian circuit for Γ, then Γ must be balanced:
any smooth Eulerian circuit approaching a vertex from one side must exit from
the other side in order to be smooth. Our proof of sufficiency goes by induction
on the number of edges. If there is one edge, then the associated vertex is of
type (1, 1), the edge defines a smooth loop and so the Eulerian circuit is given
by the edge. Suppose the result is proved for all smooth balanced graphs with
fewer than n edges. Let Γ be a graph with n-edges. If Γ contains a vertex of
type (1, 1), we may remove the vertex to obtain a smooth balanced graph Γ? with
(n − 1) edges. Applying the inductive hypothesis we see that Γ?, and hence Γ,
has a smooth Eulerian circuit. If Γ has just one vertex, then the vertex is of type
(n, n) and it is easy to construct a smooth Eulerian circuit for Γ. If Γ contains an
edge E such that E has common initial and terminal vertex v and the vertex v is
of type (1, 1) for the graph E ∪ {v}, then we may remove the edge E, construct
a smooth Eulerian circuit for Γ \E and then extend to a smooth Eulerian circuit
of Γ. Finally, if none of these special cases hold, we can find edges E 6= F in Γ
which share a common vertex v which is of type (1, 1) for E ∪F . We perturb the
smooth curve E∪F off the vertex v, remove the vertex v from E∪F , and thereby
obtain a new smooth graph Γ′ with (n−1) edges. If Γ′ is connected, we apply the
inductive hypothesis to obtain a smooth Eulerian circuit of Γ′ which determines
a smooth Eulerian circuit of Γ in the obvious way. If Γ′ is not connected, then
the components of Γ′ are both balanced and have fewer than n edges. Applying
the inductive hypothesis, we obtain smooth Eulerian circuits for each component.
These may be combined to define the required smooth Eulerian circuit of Γ. �
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Remark 9.6.24. Suppose that Γ ⊂ Rn is a smooth balanced connected graph
containing at least one edge. By proposition 9.6.23, there exists a smooth im-
mersion ξ : S1 → Γ which is 1:1 outside the finite subset ξ−1(B(Γ)).

9.6.8. Condition (W). Suppose that Γ ⊂ Rn is a smooth balanced graph
with vertex set V . Fix a Riemannian metric on TΓ ⊂ TRn (for example, the
Riemannian metric induced by the Euclidean metric on Rn). We say that a
smooth map f : Γ→ Γ satisfies condition (W) if

(W1) f is an expanding immersion4 and f(V) ⊂ V;
(W2) there exists p ∈ N such that fp(E) = Γ for every edge E ∈ Γ;
(W3) every point of Γ has a neighbourhood N such that f(N) is an arc.

Remarks 9.6.25. (1) Conditions (W1–3) are modelled on Williams’ Axioms
1–3 [178, §3]. While we impose different conditions on vertices, it may be shown
that the objects we construct are all realizable (up to conjugacy) within the
framework developed in [178].
(2) Since f(V) ⊂ V, it follows that the f -image of an edge is always a finite union
of edges. If we insist that all vertices are of type (p, p), with p > 1, then an
expanding immersion of Γ automatically maps vertices to vertices.
(3) It follows easily from (W1,W2) that if N is any non-empty open subset of Γ,
then there exists p = p(N) such that fp(N) = Γ.

Proposition 9.6.26. Let Γ ⊂ Rn be a smooth balanced graph with vertex set
V and f : Γ→ Γ be a smooth map satisfying (W1) and (W2).

(1) Periodic points of f are dense in Γ.
(2) The map f is topologically mixing (and therefore transitive).

Proof. Let I ⊂ Γ \ V be a closed arc. It follows by remarks 9.6.25(3) that
there exists p ∈ N such that fp(I) ⊃ I. Hence I contains a point of period p for
f . It follows that Per(f) is dense in Γ. The second statement is immediate by
remarks 9.6.25(3). �

Example 9.6.27. Let Z2 act on R2 as ±I. In figure 11, we show a smooth Z2-
graph Γ which is Z2-equivariantly embedded in R2. The graph Γ has two vertices
±α of type (2, 2) and four oriented edges which we have labelled a1, a2, b1, b2.
Note that the Z2 maps a1 to a2 and b1 to b2 preserving the orientations. We
define a smooth Z2-equivariant map f : Γ→ Γ satisfying (W1–3) by the rules

a1 7→ a1b2a
−1
2 , a2 7→ a2b1a

−1
1 ,

b1 7→ b1a2b
−1
2 , b2 7→ b2a1b

−1
1 .

The edge rules are to be read ‘left to right’. Thus a1 7→ a1b2a
−1
2 is to be

interpreted as the map of the edge a1 with image having initial point α and
traversing the edges a1, b2 and a2 (with reverse orientation). The terminal point
of f(a1) is therefore −α. We require that the map f is expanding (in this case

4There exists λ > 1 such that ‖Tf(v)‖ ≥ λ‖v‖ for all v ∈ TΓ.
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a1b1b2a2

−α

α

Figure 11. Smooth map of a Z2-graph

by a factor of approximately three). Clearly f : Γ → Γ satisfies (W1,2). To see
that (W3) holds observe that neighbourhoods of ±α map onto the highlighted
arcs shown in figure 11.

Lemma 9.6.28. Let H be a finite group. There exists a smooth H-equivariant
map f : Γ(H)→ Γ(H) satisfying condition (W).

In general, if we assume the conditions of proposition 9.6.22 hold (for a smooth
map f of a smooth H-graph Γ satisfying condition (W)), we may require that f
extends H-equivariantly to the foliated neighbourhood U of Γ and f collapses each
leaf Fy of F to f(y) ∈ Γ.

Proof. We prove in case |H| ≥ 3 (the case |H| = 2, is trivial – but see also
example 9.6.27). Fix a fundamental subgraph J for Γ(H) consisting of edges
beginning or ending at e ∈ H so that the edges in J do not all lie on the same
side of e. We choose edges E1,η, Eτ,1 /∈ J that together define a smooth arc Ae
through e. Since |H| ≥ 3, we can require that τ 6= η−1. Setting Ah = hAe, h ∈ H,
we define a distinguished arc through each vertex h of Γ(H). Since τ 6= η−1, no
pair of distinguished arcs has an edge in common. Suppose that E ∈ J joins e
to σ. There is a unique choice of edges I ⊂ Ae, F ∈ Aσ such that I, E lie on the
same side of e and F,E lie on the same side of σ. By proposition 9.6.23, there
exists a smooth Eulerian circuit γI which starts at e, traverses I and ends at e
approaching from the side opposite to I. Similarly there is a smooth Eulerian
circuit γF which starts at σ and ends by traversing the edge F . It follows that
we may construct a smooth Eulerian path ρE : E → Γ(H) by combining γI , the
path E and γF – see figure 12.
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Figure 12. The smooth path ρE

In this way we may construct an expanding immersion ρE : E → Γ(H) for
all E ∈ J . We may also require that the derivative of ρE near the end points
of E is independent of E ∈ J . Equivariantly extending ρ : J → Γ(H) to Γ(H),
we obtain the required smooth H-equivariant map f : Γ(H) → Γ(H) satisfying
condition (W).

The map f maps branch points to branch points. Hence, if we regard Γ(H)
as H-equivariantly embedded in MΠ, we can H-equivariantly deform f outside of
a neighbourhood of the set of branch points so that f maps each leaf Fy to f(y)
– note that this is only an issue for those leaves that meet more than one edge
of Γ(H). The proof in the general case of maps of a smooth H-graph satisfying
condition (W) exactly the same. �

Remark 9.6.29. This construction of f in the lemma is different from that
used in the proof of lemma 3.18 [64]. Our construction has the advantage that
the initial edge traversed by f |E lies on the same side of the initial vertex as
E. Similarly for the final vertex. Note that this property also holds for exam-
ple 9.6.27.

Definition 9.6.30. Let f : Γ→ Γ be a smooth map of the smooth connected
graph Γ and suppose f satisfies condition (W). We define the solenoid S =
S(Γ, f) to be the inverse limit of f : Γ → Γ, together with the associated shift

map f̂ : S → S.

Remarks 9.6.31. (1) If f : Γ → Γ is a smooth H-equivariant map of the
balanced H-graph Γ, then the solenoid S inherits the structure of an H-space
with respect to which the shift map is H-equivariant (see lemma 9.5.2).
(2) If f : Γ→ Γ is a smooth map of the smooth connected graph Γ and f satisfies

condition (W), then f̂ : S → S is (a) transitive, (b) topologically mixing and (c)

Per(f̂) is dense in S. These results follow from propositions 9.6.26 and 9.5.8.
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9.6.9. Symmetric hyperbolic attractors – simply connected case. In
this section we give our first results on the construction of connected hyperbolic
attractors with specified symmetry group H ⊂ G. The constructions are equi-
variant versions of those originally made by Williams [178]. There are two steps.
In step 1 we construct an H-equivariant embedding f : U → U where U is
a neighbourhood of a smooth balanced H-graph Γ ⊂ M , M is a G-manifold,
dim(M) ≥ 4, and f is a perturbation of a smooth H-equivariant map φ of the
graph satisfying condition (W). All this is done in a way that preserves a folia-
tion of U transverse to the graph. We define the attractor to be Λ = ∩n≥0f

n(U).
Using standard methods, it is straightforward to verify that Λ has hyperbolic
structure and f |Λ is equivariantly conjugate to the shift map on the solenoid
S(Γ, φ). Only minor technicalities are introduced by the presence of the group
action.

In the second step, we extend f : U → U to an G-equivariant diffeomorphism
of M . We do this using the equivariant isotopy extension theorem. Here we
must be careful as the orbit stratification of M can impose obstructions when
we attempt to equivariantly isotop f : U → U to the identity map of U . More
specifically, the principal isotropy stratum MΠ is always open and dense in M . If
all the orbit strata Mτ , τ 6= Π are of codimension at least two, then MΠ is con-
nected. However, even if M is simply connected (for example, a representation),
MΠ may not be simply connected. As a simple example, if we let Z2 act on R3

by (x, y, z) 7→ (−x,−y, z), then the principal orbit stratum is R3\z-axis which is
not simply connected. If f : U → U links with codimension 2 strata of M , it
will generally not be possible to equivariantly isotop f to the identity map of U .
However, if we assume that all orbit strata Mτ , τ 6= Π are of codimension at least
three, then f : U → U cannot form links with ∪τ 6=ΠMτ . This already suffices
for applying the isotopy extension theorem if M is a G-representation. For gen-
eral M , we need to work within a simply connected nonempty open H-invariant
subset M0 of MΠ.

Theorem 9.6.32. Let H be a subgroup of the finite group G and φ be a smooth
H-equivariant map of the smooth balanced H-graph Γ which satisfies condition
(W). Suppose that M is a G-manifold of dimension at least four and that the
principal isotropy group for the action of G on M is trivial. Assume that there
is a simply connected H-invariant connected component M0 of MΠ. Then there
exists F ∈ DiffG(M) such that

(1) F has a connected H-invariant hyperbolic attractor Λ ⊂M0;
(2) the dynamics of F |Λ are H-equivariantly conjugate to those of the shift

map on the solenoid S(Γ, φ);
(3) if H 6= G, G×H Λ will be a disconnected hyperbolic attractor of F with
|G|/|H| components.

Proof. Fix a G-equivariant smooth embedding of G ×H Γ in GM0 which
maps Γ into M0. Choose a smooth H-invariant foliation F of an H-invariant
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open connected neighbourhood U of Γ ⊂ M0 with smooth boundary ∂U . We
may require that if g ∈ G then gŪ ∩ Ū 6= ∅ if and only if g ∈ H. We may
assume that F and φ are chosen so that φ extends to a smooth H-equivariant
map φ : Ū → U sending Fy to φ(y) for all y ∈ Γ. In particular, if z, z′ ∈ Fy ∩ Γ,
then φ(z) = φ(z′). Let J ⊂ Γ be a fundamental subgraph consisting of edges

sharing a common vertex. Since dim(M0) ≥ 3, we may perturb φ|J to φ̃ : J → U

so that (a) φ̃ is a smooth embedding and (b) if z ∈ Fy ∩ J , then φ̃(z) = φ̃(y).
After a additional perturbation satisfying (a,b), we may further require that the

composite of the orbit map Mπ → MΠ/G with φ̃ is an embedding. Hence φ̃ G-

equivariantly extends to a smooth G-equivariant embedding φ̃ : GΓ→ GU such
that if z ∈ Fy, then φ̃(z) = φ̃(y). We now extend φ̃|Γ to a smooth H-equivariant
embedding Φ : Ū → U which preserves the foliation F (Φ(Fy) ⊂ FΦ(y), all
y ∈ Γ). This is easily done by mapping Fy isometrically into Fφ̃(y) and then

linearly contracting Fφ̃(y) within Fφ̃(y) to φ̃(y). We may assume the contraction

µ, 0 < µ� 1 is uniform, independent of y ∈ Γ. Since gŪ ∩ Ū = ∅ if g ∈ G \H,
we may G-equivariantly extend Φ to GU . Since dim(M0) ≥ 4, we create no knots
or links in the image of Φ(Γ) (or Φ(GΓ)). Further, as M0 is simply connected,
Φ(Γ) (or Φ(GΓ)) does not have any links with M \MΠ. Hence there exists a
smooth G-equivariant isotopy ht : GU → GM0 between Φ and IGU . Applying
the isotopy extension theorem 3.6.1, we see that there exists F ∈ DiffG(M) such
that F |GU = Φ.

Define Λ = ∩n≥0F
n(U). Clearly Λ is a compact H- and F -invariant subset

of U . Using standard methods from the theory of hyperbolic sets, it is not
hard to show that Λ has hyperbolic structure (for the method, see [100, chapter
17, section 1] and note that the foliation F already determines the contracting
direction). We claim that F |Λ is H-equivariantly topologically conjugate to the
shift on the solenoid S(Γ, φ).

Let z = (z0, z1, . . .) ∈ S(Γ, φ). Define

h(z) = ∩n≥0F n(Fzn),

= ∩n≥0F
n(Fzn).

For n ≥ 0, F n(Fzn) is a nonempty compact subset of Fz0 . Since F n(Fzn) ⊃
F n+1(Fzn+1), n ≥ 0, h(z) 6= ∅. Since F contracts leaves by the factor µ < 1, the

diameter of F n(Fzn)→ 0 as n→∞ and so h(z) consists of a single point. This
construction defines a map h : S(Γ, φ) → Λ. It is straightforward or trivial to

verify that h is continuous, H-equivariant and that hφ̂ = Fh. Since Λ, S(Γ, φ)
are compact metric spaces, it follows that in order to prove h is a homeomorphism
it is enough to show that h is bijective. Suppose z 6= z′ ∈ S. There exists j ≥ 0
such that zj 6= z′j. Hence Fzj+1

∩ Fz′j+1
= ∅ and so, since F is an embedding,

we have F j+1(Fzj+1
) ∩ F j+1(Fz′j+1

) = ∅. Hence h(z) 6= h(z′), proving that h

is injective. Finally, let Z ∈ Λ. For n ≥ 0, there exists a unique (connected)
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leaf Fn ∈ F such that F−n(Z) ∈ Fn. Let Fn+1 ∩ Γ = {y1, . . . , yk}. By our
construction of F , F (y1) = . . . = F (yk). Define zn = F (yk) ∈ Γ. In this way
we define H(Z) = (z0, z1, . . .) ∈ S. Since h(H(Z)) = Z for all Z ∈ Λ, h is
surjective. �

9.6.10. Symmetric hyperbolic attractors – general case. We extend
theorem 9.6.32 so as to allow for the case when MΠ contains no nonempty open
simply connected H-invariant subsets. The issue will now be one of construct-
ing a graph and graph map that will allow us to apply the equivariant isotopy
extension theorem. A prototype of a suitable graph and graph map is given in
example 9.6.27. Referring to figure 11, observe that f(a1) can be Z2-equivariantly
isotoped back to a1 (within R2), keeping the end points ±α fixed. Similarly for
the f -images of the remaining edges. This would not have been true if, for ex-
ample, we had taken the Z2-graph consisting of the unit circle S1, with vertex
at (1, 0). The map f(z) = 3θ is then Z2-equivariant and we may construct a
3-adic Z2-invariant solenoid in the solid torus T = S1 ×D ⊂ C×R. An explicit
Z2-equivariant embedding defining the solenoid may be given by

F (θ, z) = (3θ, z/8 + eıθ/4), (θ, z) ∈ S1 ×D,
where D = {z | |z| ≤ 1}, we embed S1 × D in R3 by (θ, x + ıy) 7→ ((1 +
x) cos(θ), (1 + x) sin(θ), y), and the action of Z2 on R3 is given by (x1, x2, x3) 7→
(−x1,−x2, x3). Since F winds the core S1 of T three times round the x3-axis,
it is not possible to Z2-equivariantly homotop F : T → R3 to the identity map
without the image of T crossing the x3-axis. But then the homotopy cannot be
an equivariant isotopy as the isotropy of points on the x3-axis is different from
the isotropy of points on T.

We start by constructing a ‘doubled’ version Γ?(H) of the complete H-graph
Γ(H). As usual, we give Γ(H) the structure of a smooth balanced H-graph and
recall that Γ(H) contains no edges with the same initial and final point. We
define a new smooth balanced H-graph Γ?(H) which has the same vertex set as
Γ(H) by assigning to each edge E ∈ Γ(H), a new edge E ′ such that EE′ is a
smooth loop. Note that Γ(H) is naturally a subgraph of Γ?(H). We refer to
Γ?(H) as the augmented graph on G. If J is a fundamental subgraph of Γ(H), all
edges with common initial vertex e, then (with the obvious notation), J? = J∪J ′
is a fundamental subgraph of Γ?(H).

Suppose that P = E1E2 . . . Ek is a path in Γ?(H). We define P ′ = E ′k . . . E
′
2E
′
1,

where we adopt the convention that E ′′ = E. We define an equivalence relation
∼ on paths in Γ?(H) by P1EE

′P2 ∼ P1P2.

Lemma 9.6.33. (Notation as above.) There exists a smooth H-equivariant
map φ : Γ?(H)→ Γ?(H) such that

(1) φ satisfies condition W .
(2) φ fixes the vertex set of Γ?(H).
(3) If E ∈ Γ?(H) is an edge then φ(E) ∼ E.
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Proof. We assume |H| ≥ 3 (for H = Z2, see example 9.6.27 and the
discussion above). We write Γ?(H) = Γ(H) ∪ Γ′(H). Following the proof of
lemma 9.6.28, we choose a fundamental graph J for Γ(H) and designated arc
Ae ⊂ Γ(H) \ J at the vertex e ∈ H. For each E = Ee,σ ∈ J , we let P denote
the smooth path given by P = IQ1EQ2F . Here I is the edge of Ae, which is
on the same side of e as E, F is the edge of Aσ = σAe which is on the same
side of σ as E and Q1 and Q2 are the paths γI , γF (see figure 12 and the proof
of lemma 9.6.28). Observe that II ′EF ′F is a smooth path and II ′EF ′F ∼ E.
Hence the smooth path P ? = IQ1Q

′
1I
′EF ′Q′2Q2F satisfies P ? ∼ E. This con-

struction defines a smooth map φ : J → Γ?(H). We extend φ to J ′ by defining
φ(E ′) = Ī Ī ′E ′F̄ ′F̄ , where we have written AeI ∪ Ī, Aσ = F ∪ F̄ . We again have
φ(E ′) ∼ E ′. Extend φ H-equivariantly to Γ?(H). It is straightforward to verify
that φ is a smooth H-equivariant map satisfying condition (W) (φ2(E) = Γ?(G)
for every edge E ∈ Γ?(H)). The map φ fixes the vertex set of Γ?(H) and for all
edges E ∈ Γ?(H), φ(E) ∼ E. �

Theorem 9.6.34. Let H be a subgroup of the finite group G. Let M be a
G-manifold of dimension at least four such that

(1) the principal isotropy group for the action of G on M is trivial;
(2) There is an H-invariant connected component M0 of MΠ.

There exists f ∈ DiffG(M) such that f has a connected hyperbolic attractor Λ ⊂
M0 satisfying

(a) GΛ = H;
(b) F |Λ is H-equivariantly topological conjugate to the shift map on the

solenoid S(Γ?(H), φ), where φ : Γ?(H) → Γ?(H) is the map given by
lemma 9.6.33.

Proof. Choose a smooth G-equivariant embedding of G ×H Γ?(H) in MΠ

such that (a) Γ?(H) H-equivariantly embeds in M0, and (b) each loop E∪E ′, E ∈
Γ(H) an edge, is contractible in M0. Choose an open H-invariant neighbourhood
W ⊂M0 of Γ?(H) such that (a) gW̄∩W̄ = ∅, g ∈ G\H, and (b) Each loop E∪E ′,
E ∈ Γ(H) is contractible to a constant within W . Let φ : Γ?(H)→ Γ?(H) be the
smooth graph map given by lemma 9.6.33. Just as in the proof of theorem 9.6.32,
we may choose a compact H-invariant foliated neighbourhood U ⊂ W of Γ?(H)
with smooth boundary ∂U ⊂W . Granted these preliminaries, we carry through
the same construction given in the proof of theorem 9.6.32 to obtain a smooth
G-equivariant embedding of φ̃ : GU → GU . It follows from lemma 9.6.33(2)

that the φ̃ image of each edge E ∈ Γ?(H) can be H-equivariantly isotoped by
an isotopy supported in W to IE. Since we are assuming dim(M) ≥ 4, the H-

equivariant embedding of φ̃ : U → U is H-equivariantly isotopic to the identity
map on U by an isotopy supported in W . Now extend G-equivariantly to GU
and apply the equivariant isotopy extension theorem. �
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Remark 9.6.35. Condition (2) of theorem 9.6.34 is always satisfied if there
are no reflections for the action of G on M . That is, if codim(Mτ ) > 1 for all
isotropy types τ 6= Π.

9.6.11. Examples in dimension 3.
Zp-actions, p ≥ 2. Take the standard irreducible action of Zp on R2, p ≥ 2.

This action extends to R3 if we take the trivial action of Zp on the z-axis. Using
the obvious generalization of the smooth Z2-graph described in example 9.6.27
(see figure 10(b) for the case p = 3), we may construct connected Zp-invariant
hyperbolic attractors for Zp-equivariant diffeomorphisms of R3. This approach
extends to Zp-manifolds of dimension 3 with dim(MZp) = 1 (see also [64, lemma
4.5]).

Z2-action with fixed point set the origin. Take the Z2-action on R3 generated
by −IR3 . In this case we can embed a smooth Z2-graph Γ ⊂ R2 in R3 so that
Γ has the single vertex {(0, 0, 0)} which is also the fixed point of the Z2-action
(see figure 13). We define a smooth graph map φ satisfying condition (W) by the

A B

Figure 13. A graph with a non-free action of Z2

edge rules φ(A) = ABA−1, φ(B) = BAB−1. Taking care not create links, the
method of proof of theorems 9.6.32, 9.6.34 yields a smooth Z2-equivariant diffeo-
morphism of R3 with connected Z2-invariant attractor Λ which is topologically
conjugate to the solenoid S(Γ, φ). In this case the action of Z2 on Λ is not free:
there is a unique fixed point in Λ (the origin) for the Z2-action. Note that this
example defines the same solenoid (up to topological conjugacy) as that defined
by the first figure described in [178, Examples, pg 476] (Williams makes no use
or mention of the underlying Z2-symmetry).

Dp-actions, p ≥ 3. Take the standard representation of Dp on R2. Extend to
a representation on R3 so that Zp ⊂ Dp fixes the z-axis and all reflections in Dp

act on the z-axis as multiplication by −1. This action has no reflection planes.
With some care, one can prove that there exist f ∈ DiffDp(R3) which have con-
nected hyperbolic attractors with Dp-symmetry. Even more, it has been shown
by Jacobs [97] that one may construct f ∈ DiffDp(R3) which have connected
Dp-symmetric hyperbolic attractors Λ ⊂ R3 such that the action of Dp on Λ
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has Z3-orbits of fixed points. Similar results have been proved by Jacobs for the
tetrahedral, cubical and icosahedral groups (the groups of orientation preserving
symmetries). It is reasonable to expect that every every three-dimensional G-
manifold satisfying the principal isotropy conditions of theorem 9.6.34 admits a
hyperbolic H-symmetric connected solenoidal attractors, where H a finite sub-
group of G fixing a connected component of MΠ. Verification of this conjecture
would probably depend on a detailed study of finite group actions on 3-manifolds.

9.6.12. Non-free finite group actions on attractors. In general, if Λ
is a G-symmetric attractor but G does not act freely on Λ, it is reasonable to
expect a breakdown of hyperbolicity at the singular points of the G-action. The
simplest, and best-known, example of this phenomenom occurs for the Lorenz
flow. The Lorenz equations have a Z2-symmetry and this symmetry forces the
existence of a singular point (equilibrium) on the Lorenz attractor. We briefly
sketch an example of a Z2-equivariant diffeomorphism of R3 which has a Z2-
invariant non-uniformly hyperbolic attractor (a slight variant of this example has
been previously discussed in Coelho et al [35], see also [69, section 7]).

We take the same Z2-graph Γ as is shown in figure 13. This time, however, we
define a smooth Z2-invariant graph map ψ according to the rules ψ(A) = ABA,
ψ(B) = BAB. Although ψ satisfies conditions (W1,2), it does not satisfy (W3).
We may construct a smooth ψ-invariant singular foliation F of a neighbourhood
U of Γ in R2 – see figure 14. Observe that there is singular leaf containing
the origin of R2. For our purposes it suffices that the foliation is smooth (in
particular, smoothly locally trivial) at all points of the y-axis except the origin.
The local triviality of the foliation along the x-axis will not concern us. Note that

Singular
leaf

Singular
    leaf

Figure 14. Foliation near the singular point

we can extend ψ to a diffeomorphism on some neighbourhood of the origin in U
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so that ψ contracts leaves of F . However, the contraction will not be uniform
near the origin of R2. Indeed, while ∂ψ

∂x
(0, 0) = 1 and ∂nψ

∂xn
(0, 0) = 0, for all

n ≥ 2, ψ will weakly expand Γ near the origin and weakly contract the horizontal
component of the singular leaf. We embed the graph in R3 and take the Z2-action
on R3 generated by multiplication by −IR3 . Extend the neighbourhood and
foliation into R3 and extend and Z2-equivariantly perturb ψ to a Z2-equivariant
F -preserving embedding ψ̃ of U in U . In figure 15, we show part of the ψ̃-image of
U inside U . The map ψ̃ extends to F ∈ DiffZ2(R3) and we define Λ = ∩n≥0F

n(U).
The set Λ is a Z2-invariant connected non-uniformly hyperbolic attractor for F .
Since ψ satisfies conditions (W1,2), it follows that F |Λ is transitive and Per(F )

(A)ψ∼

Figure 15. The ψ̃-images of a neighbourhood of 0 and the edge A.

is dense in Λ.

Remark 9.6.36. From the topological point of view, the attractor Λ will be
transitive, topologically mixing and have periodic points dense (this is shown by
proving that Λ ∼= S(Γ, ψ) and using propositions 9.6.26 and 9.5.8). When it
comes to the existence of ergodic measures, matters are likely to be quite subtle
and to depend on the differentiability of F . See the survey of Luzzatto [117, §4].

9.6.13. Symmetric hyperbolic attractors for flows. In this section we
complete our investigation of symmetric attractors by proving a result on the
existence of symmetric attractors for flows.

Theorem 9.6.37. Let H be a subgroup of the finite group G and suppose that
M is a G-manifold, dim(M) ≥ 5. Assume that the principal isotropy group for
the action of G on M is trivial and that there exists a connected component M0

of MΠ that is H-invariant. Then there exists a smooth G-equivariant flow Φt on
M which has an H-invariant connected hyperbolic attractor Λ ⊂ M0. The flow
Φt|Λ will be H-equivariantly conjugate to the (constant) suspension flow of a shift
map on an H-solenoid.

Suspension of a smooth graph. As usual we let Γ(H) denote the complete H-
graph and fix a smooth structure on Γ(H). Let G(H) denote the product of Γ(H)
with S1. Taking the trivial action of H on S1, we give G(H) the structure of an
H-space. We may extend the smooth structure on Γ(H) to G(H) in the obvious
way. If I is an open arc in S1, we view Γ(H)× I ⊂ G(H) as a ‘ribboned’ graph
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with ribbons touching along a common arc at each vertex v ∈ Γ(H). We refer
to {v} × S1 as a vertex loop (see figure 16). We let G?(H) denote the product
of the augmented graph Γ?(H) = Γ(H) ∪ Γ′(H) with S1 and note that G(H) is
naturally an H-invariant subset of G?(H).

v

v

Figure 16. Graph suspension near a vertex of type (2, 2)

Lemma 9.6.38. (Notation and assumptions of theorem 9.6.37.)

(1) There exists a smooth H-equivariant embedding ξ of G(H) in M0 which
extends to a smooth G-equivariant embedding of G×H G(H) in GM0 ⊂
MΠ.

(2) We can choose the H-equivariant embedding ξ of (1) so that
(a) ξ extends to a smooth G-equivariant embedding ξ? of G ×H G?(H)

in MΠ;
(b) If E ∈ Γ(H) is an edge, then ξ?(S1 × (E ∪ E ′)) is contractible in

M0.
(3) We may choose the embeddings ξ, ξ? so that

(c) ξ(Γ(H)) and ξ(Γ?(H) are contained in a preassigned connected codi-
mension one H-invariant submanifold Z of M0.

(d) ξ(G(H)) and ξ?(G?(H)) are transversal to Z and ξ(G(H)) ∩ Z =
ξ(Γ(H)), ξ?(G?(H)) ∩ Z = ξ?(G?(H)).

Proof. Let v ∈ Γ(H) be a vertex and V ⊂ G(H) be an open connected
neighbourhood of the vertex loop {v} × S1 (see figure 16). Since n ≥ 3, we may

construct a smooth embedding ξ : V → M0 such that gξ(V ) ∩ V = ∅ for all
g ∈ G, g 6= e. Hence ξ extends uniquely to a smooth G-equivariant embedding
ξ : ∪g∈GgV ⊂ G×H G(H)→MΠ and that ξ(HV ) ⊂M0. Let J be a fundamental
subgraph for Γ(H) and suppose E ∈ J is an edge. The embedding ξ is already
defined on a neighbourhood of the ends of the cylinder E × S1. Since n ≥ 4, we
may extend ξ so that ξ defines a smooth embedding of E × S1 in M0 (if n = 3,
it may not be possible to match the orientations of the S1-fibres). Repeating
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this construction for all edges in J , we obtain a smooth H-equivariant immersion
ξ : G(H) → M0 which restricts to an embedding on a neighbourhood of the set
of vertex loops as well as on the individual cylinders E×S1. The map ξ extends
G-equivariantly to a smooth immersion ξ : G ×H G(H) → MΠ which restricts
to a smooth embedding on a closed neighbourhood W of the set of vertex loops
and embeds the cylinders E × S1 for all edges E ∈ G ×H Γ(H). Since G acts
freely on MΠ and n ≥ 5, we may G-equivariantly perturb ξ outside W so that
ξ : G ×H G(H) → MΠ is an embedding. The proof of the second part of the
lemma is similar (see the proof of theorem 9.6.34). Finally, (c) uses our earlier
results for diffeomorphisms and (d) follows by the same arguments given above
(Γ?(H)/H is a smooth graph, one vertex, which can be embedded in a 2-disk in
M0/H and G?(H)/H can always be embedded in a 3-disk in M0/H). �

Remark 9.6.39. For the final statement of lemma 9.6.38, it is easy to con-
struct connected codimension one H-invariant submanifolds of M0. For example,
choose any connected codimension one H-invariant submanifold Z ′ of M0/H
which contains the projection of a fundamental graph for Γ(H). Lift Z ′ to
Z ⊂M0.

9.6.14. A tubular neighbourhood of the embedded suspension. We
continue with the assumptions of theorem 9.6.37. By lemma 9.6.38 we may choose
an H-equivariant embedding of G?(H) in M0 which extends to a G-equivariant
embedding ξ? of G×H G?(H) in MΠ. Identify G×H G?(H) with its ξ?-image in
MΠ. Choose a G-invariant tubular neighbourhood q : Q→MΠ of G×H G(H) ⊂
G ×H G?(H) and set N = q(Q). The natural projection of G ×H G(H) onto S1

induces a smooth G-equivariant fibration π : N → S1. Let Nθ ⊂ N denote the
fibre over θ ∈ S1 (parameterizing by angle). By lemma 9.6.38 that we may choose
ξ? so that ξ?(G×H (Γ?(H)×{θ})) ⊂ Nθ, for all θ ∈ S1. Let N ≈ N0×S1 denote
the H-invariant component of N containing G?(H).

Proof of 9.6.37 Since dim(M) ≥ 5, dim(N θ) ≥ 4. Just as in the proof of
theorem 9.6.34, lemma 9.6.33 implies that there exists a smooth H-equivariant
graph map φ : Γ?(H)× {0} → Γ?(H)× {0} which extends to φ̃ : N0 → N0 such

that (a) φ̃ is H-equivariantly smoothly isotopic to the identity map of N0, and (b)

φ̃ has a unique connected H-invariant hyperbolic solenoidal attractor Λ0 ⊂ N0.
We may spread the isotopy round N and so construct a smooth H-equivariant
flow Φt on N with solenoidal hyperbolic attractor conjugate to the suspension of
:̃Λ0 → Λ0. Finally, Φt extends smoothly and G-equivariantly to N and then to
all of M . �

Remarks 9.6.40. (1) We conjecture that provided the action of G on M has
no reflections, theorem 9.6.37 holds for G-manifolds of dimension greater than or
equal to four.
(2) It is well-known (see [3, 64]) that if φ : Γ → Γ is a smooth graph map
satisfying conditions (W1,2,3), then there exists a unique Lebesgue-equivalent
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φ-invariant ergodic probability measure on Γ. In turn, we obtain an ergodic
invariant probability measure on the associated solenoid. This measure will be
mixing. The measure extends to the suspension given by theorem 9.6.37 and will
be ergodic relative to the suspension flow. Although the flow cannot be mixing if
we suspend by a constant roof function, it follows from results of Field et al. [67],
that the suspended flow will be (rapid) mixing for a C1-open and C∞-dense space
of roof functions.

9.6.15. Extensions to skew and twisted products. Suppose that H
is a finite subgroup of the compact Lie group G. Let M be an H-manifold,
f ∈ DiffH(M) and χ : M → G be a skew H-equivariant map (χ(hx) = hχ(x)h−1,
h ∈ H, x ∈M . The map f extends to fχ ∈ DiffG(G×H M) by

fχ([g, x]) = [g, χ(x)f(x)], (g, x) ∈ G×M.

If Λ ⊂ M is an H-invariant hyperbolic attractor of f , then G ×H Λ will be a
G-invariant partially hyperbolic attractor of fχ([g, x]). The centre foliation of
G×H Λ is given by the G-action and all leaves have dimension equal to that of G.
If H acts freely on Λ – the case for most of the hyperbolic symmetric solenoidal
attractors constructed above – then G will act freely on G×H Λ. If H does not
act freely on Λ, then G×H Λ will contain singular G-orbits.

It is shown in [68] that fχ : G ×H Λ → G ×H Λ will generically be stably
ergodic relative to measures on G ×H Λ induced from Haar measure on G and
an equilibrium state on Λ (we refer to [68] for precise details). It is also the
case that fχ|G ×H Λ will generically be stably rapid mixing and satisfy various
other statistical properties related to decay of correlations (see [66, 44, 67, 68]
and note that Dolgopyat proves genericity of rapid mixing and the methods of
[66, 67] yield stability of rapid mixing).

We may carry out similar twisted product constructions for flows. In this
case, it can be shown that generically we have stable rapid decay of correlations
of equivariant observations. We refer to [65] for more details and references.

Remark 9.6.41. We conclude this section on solenoidal attractors by remark-
ing that it is possible to construct symmetric attractors using the expanding
maps of higher dimensional (branched) manifolds (see [180]). For example, a
non-singular matrix A ∈ GL(m,R) with integer entries and all eigenvalues of

modulus greater than one, determines an expanding map Â of Tm. It is easy
to construct examples where Â is equivariant with respect to a finite group ac-
tion on Tm (typically the group will be a subgroup of Sm). Similar methods to
those described above will enable realization of the inverse limit as a hyperbolic
attractor of a smooth equivariant diffeomorphism.

9.7. Equivariant Anosov diffeomorphisms

Let M be a compact connected RiemannianG-manifold, whereG is a compact
Lie group. Suppose that the isotropy groups for the action ofG onM are all finite.
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We have an associated smooth foliation L of M by G-orbits. Let π : L→ M be
the smooth G-vector subbundle of τM : TM →M defined by Lx = TGx, x ∈M .
The bundle π : L→M is Tf -invariant for all f ∈ DiffG(M).

Definition 9.7.1. A diffeomorphism f ∈ DiffG(M) is G-Anosov if there
exists a continuous Tf -invariant splitting Eu ⊕ Es ⊕ L of TM together with
constants C, λ, 0 < λ < 1, such that

(1) ‖T−nf(vu)‖ ≤ Cλn‖vu‖, for all vu ∈ Eu, n ≥ 0.
(2) ‖T nf(vs)‖ ≤ Cλn‖vs‖, for all vs ∈ Es, n ≥ 0.

Remark 9.7.2. A diffeomorphism f ∈ DiffG(M) is G-Anosov if f is partially
hyperbolic on all of M with centre foliation given by the G-action. It is straight-
forward to verify that the definition is independent of the choice of Riemannian
metric (the constant C depends on the metric) and that Eu,Es are G-invariant
subbundles of TM .

Definition 9.7.3. Let f ∈ DiffG(M). We say f is G-structurally stable if
there exists an open neighbourhood U of f in DiffG(M) such that for all f̄ ∈ U ,
there exist an equivariant homeomorphism h : M → M and a continuous skew
G-equivariant map χ : M → G such that

χ(x)h(f(x)) = f̄(h(x)), (x ∈M).

Theorem 9.7.4. (1) The space of G-Anosov diffeomorphisms is open in
DiffG(M) (C1-topology).

(2) Every G-Anosov diffeomorphism is G-structurally stable.

Proof. The proof is standard and amounts to an equivariant version of the
original proofs of Mather [118] and Moser [131]. We refer the reader to [55] for
details on the equivariant case. �

We may give an analogous definition of a G-Anosov flow and may then prove
a corresponding version of theorem 9.7.4 (of course, with a weaker definition of
G-structurally stability, see [55, section 4]).

Examples 9.7.5. (1) If G is finite, then every G-Anosov diffeomorphism of a
compact G-manifold M is Anosov. Conversely, it is well-known (see [163, Part
IV]) that the centralizer Z(f) of an Anosov diffeomorphism f is a discrete sub-
group of Diff(M) and so if f is G-Anosov then G-orbits must be finite. Explicit
examples of Z2-Anosov diffeomorphisms on tori are easily constructed by observ-
ing that if A ∈ SL(n,Z) is then A commutes with −IRn and so the resulting map

Â induced on Tn is equivariant with respect to the induced Z2-action. If A is a
hyperbolic matrix then Â will be a Z2-Anosov. This is already interesting when
n = 2 and A(x, y) = (2x + y, x + y) is the ‘cat’ map of the 2-torus. The map

induced by Â on the orbit space T2/Z2 ≈ S2 is a pseudo-Anosov diffeomorphism
(for an introduction to pseudo-Anosov diffeomorphisms see Boyland [21, section
7]).
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(2) If A ∈ SL(n,Z) is hyperbolic and k ≥ 1, then Ak ∈ SL(nk,Z) induces an
Zk2 oSk-equivariant Anosov diffeomorphism of Tnk. Sk acts on (Rn)k by permut-
ing Rn-factors and Zk2 acts as multiplication by ±1 on each factor.
(3) If H is a finite subgroup of the compact Lie group G, M is an H-manifold,
f ∈ DiffH(M) is H-Anosov and χ : M → G is a smooth skew H-equivariant
map then fχ ∈ DiffG(G×H M) is G-Anosov. In combination with (2), this gives
examples of G-Anosov maps where the G-action is not free and G-orbits are not
finite.
(4) LetM be a compact RiemannianG-manifold with unit tangent bundle T1(M).
Suppose that all isotropy groups for the action of G on M are finite. Let
TG1 (M) = {v ∈ T1(M) | v ⊥ G(τMv)}. The smooth G- vector bundle TG1 (M)
is invariant under the geodesic flow on T1(M) (a geodesic which is normal to
some G-orbit is normal to all G-orbits it meets as it (locally) minimizes distance
between G-orbits). Suppose that the sectional curvatures are strictly negative for
all 2-planes defined by tangent vectors in TG1 (M). Just as in the non-equivariant
case, the induced geodesic flow on TG1 (M) is G-Anosov. Specific examples may
be constructed using the twisted product constructions described above. How-
ever, it would be interesting to find examples which were not globally twisted
products. In other words, is it possible to give a classification of G-manifolds
which are negatively curved transverse to the G-action?

9.8. Notes on chapter 9

Equivariant handlebundle theory was originally developed by Wassermann in
his work on equivariant differential topology [176]. Previously, a version of Morse
theory that allowed for critical manifolds (as opposed to critical points) had been
developed by Bott [23]. In later work, Atiyah and Bott developed a natural equi-
variant version of Morse theory with connections to equivariant cohomology – a
nice introduction is in the article by Bott [24]. It would be interesting if there
were connections between intersection theory on G-manifolds (G-transversality)
and equivariant cohomology theory (algebraic structure). A few speculations ap-
pear at the end of [56]. The work we describe on G-handlebundle decompositions
appeared in [53] and was motivated by Smale’s work on handlebody decompo-
sitions (hence the requirement that stable and unstable manifolds of critical G-
orbits are transverse). Everything we say breaks down (badly) if intersections
are G-transverse but not transverse. The representability, density and isotopy
theorems on G-subshifts of finite type given in section 9.3 originally appeared
in [56]. The existence results on symmetric hyperbolic attractors for equivari-
ant flows and diffeomorphisms are mainly taken from the paper [64]. The main
theorems in [64] are sharp and, in sufficiently high dimensions, give necessary
and sufficient conditions for the existence of hyperbolic attractors with specified
symmetry. Previously, Melbourne et al. [125, 7] had proved general results on
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the existence and structure of symmetric attractors for non-invertible equivariant
maps. The results on G-Anosov diffeomorphisms are all taken from [55].

In this chapter we emphasized global results where intersections of invariant
manifolds were transverse – as opposed to G-transverse. In chapters 4, 5 we
gave many examples where there were homoclinic and heteroclinic cycles which
are necessarily G-transverse non-transverse intersections. Of course, a striking
feature of general G-transverse intersections is the possibility of stably singular
intersections. However, we know of no example where singularG-transverse inter-
sections occur in a codimension 1 steady state bifurcation. Nor, at this time, are
we aware of any large classes of naturally defined equivariant vector fields which
possess stably singular G-transverse intersections. However, this phenomenom is
more likely to appear in higher dimensional problems and perhaps also if there
is additional structure (such as reversibility or Hamiltonian dynamics).



CHAPTER 10

Applications of G-transversality to bifurcation theory II

In this chapter we extend the bifurcation theory developed in chapter 7 to
include general compact Lie groups, branches of relative equilibria and the equi-
variant Hopf bifurcation. We also consider bifurcation theory for equivariant
maps as well as applications to bifurcations of relative equilibria and relative
periodic orbits.

10.1. Technical preliminaries and basic notations

The emphasis in chapter 7 was on bifurcation theory for absolutely irreducible
representations of finite groups. In this chapter we will allow for compact groups
and irreducible representations over the complex numbers. We start with some
preliminaries on complex representations and complex structures that will enable
us to give a unified treatment of bifurcation on real and complex representations –
including bifurcation to relative equilibria and relative periodic orbits (equivariant
Hopf bifurcation). We conclude with a review of the terminology we need for our
later work on branching, stability and determinacy.

10.1.1. Complex representations and complex structures. Suppose
that (W,G) is a real representation of the compact Lie group G. The action of
G on W extends to a C-linear action on the complexification V = W ⊗RC of W .
The representation (V,G) is irreducible as a complex representation if and only
if (W,G) is absolutely irreducible.

We recall the following basic result on complex representations (see [30] or
[2]).

Lemma 10.1.1. Let (V,G) be an irreducible complex representation. Then one
of the three following mutually exclusive possibilities must occur.

(R) (V,G) is the complexification of an absolutely irreducible representation.
(C) If we regard (V,G) as a real representation, then (V,G) is of complex

type.
(Q) If we regard (V,G) as a real representation, then (V,G) is of quaternionic

type.

Remarks 10.1.2. (1) If (V,G) is an irreducible complex representation, we
say (V,G) is of real, complex or quaternionic type according to whether (R), (C)
or (Q) holds. Note that this is the same terminology that we used earlier for
R-representations. The context will always make the intended meaning clear.

329
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(2) If (V,G) is the complexification of the absolutely irreducible representation
(W,G), then the isotypic decomposition of V as a real representation is W 2.

Example 10.1.3. The standard complex irreducible representation of Dn on
C2 is of real type. Every non-trivial action of SO(2) on C is irreducible of complex
type. The standard action of SU(2) on C2 is of quaternionic type.

A complex structure J on a (real) vector space V is a linear endomorphism of
J of V such that J2 = −IV . If J is a complex structure on V , then we may give
V the structure of a complex vector space by defining

(a+ ıb)v = av + bJv, (v ∈ V, a, b ∈ R).

If (V,G) is an R-representation and J is a G-equivariant complex structure on
V , then (V,G) will be a C-representation with respect to the complex structure
on V defined by J .

Remark 10.1.4. Suppose that (V,G) is a real representation (not necessarily
irreducible), X ∈ C∞G (V, V ) and that DX(0) has eigenvalues ±ıa, a 6= 0, and
is diagonalizable over C. Then JV = 1

a
DX(0) defines a complex structure on

V (DX(0)2 = −a2IV ). Since JV is G-equivariant, (V,G) is a complex represen-
tation with respect to this complex structure. Now suppose Xλ ∈ C∞G (V, V ) is
a family such that DX0(0) has nonzero eigenvalues on the the imaginary axis.
Generically, we can expect the eigenvalues to equal ±ıa, a 6= 0, and DX0(0) to be
diagonalizable (semisimple). The eigenspace W corresponding to ±ıa will inherit
a complex structure from DX0(0)|W . Generically, (W,G) will be irreducible as a
complex representation. Via a usual centre manifold reduction, we may therefore
reduce to the study of families defined on an irreducible complex representation.

If (V,G) is a complex representation, let LG(V, V ) denote the space of R-linear
equivariant endomorphisms of V .

Lemma 10.1.5. Suppose that (V,G) is an irreducible complex representation.
Let X ∈ C∞G (V ×R, V ) and suppose that DX0(0) ∈ LG(V, V ) has nonzero eigen-
values lying on the imaginary axis. Then there exists λ0 > 0, a complex struc-
ture J0 ∈ LG(V, V ) and a smooth family of invertible maps Pλ ∈ LG(V, V ),
λ ∈ (−λ0, λ0), such that if we define X̃ ∈ C∞G (V × (−λ0, λ0), V ) by

X̃(x, λ) = PλX(P−1
λ x, λ), (x, λ) ∈ V × (−λ0, λ0),

then DX̃λ(0) ∈ LG(V, V ) is C-linear with respect to J0, for all λ ∈ (−λ0, λ0). If
(V,G) is of complex type, we may take λ0 = +∞, Pλ = IV and J0 equal to the
given complex structure on V .

Proof. The proof is trivial if (V,G) is irreducible of complex type. We
prove for (V,G) irreducible of real type and leave the quaternionic case to the
reader. If (V,G) is irreducible of real type, then LG(V, V ) ∼= M(2, 2;R), where
M(2, 2;R) is the space of 2× 2 real matrices. If V is the complexification of the
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absolutely irreducible representation (W,G), then we may write V = W ⊕ ıW .
Relative to this decomposition of V , the matrix [aij] ∈M(2, 2;R) corresponds to
A ∈ LG(V, V ) where

A =

(

a11IW a12IW
a21IW a22IW

)

(The map A is C-linear if and only if a11 = a22 and a12 = −a21.) Set Aλ =
DXλ(0). We are given that A0 has a pair of nonzero eigenvalues, say ±ıω.
Replacing X by X/ω, it is no loss of generality to assume that A0 has eigenvalues
±ı. Since A0 is semisimple, A2

0 = −IV and so A0 defines a complex structure J0 ∈
LG(V, V ). Using J0, we define a new complex structure on V and corresponding

decomposition V = W ⊕ ıW such that A0 corresponds to [J0] =

(

0 −IW
+IW 0

)

.

Choose λ0 > 0, so that Aλ is semisimple, λ ∈ (−λ0, λ0) (it suffices that the
eigenvalues of Aλ have nonzero imaginary part). Applying the real Jordan normal
form theorem to Aλ ∈ M(2, 2;R), we may find a smooth family Pλ ∈ LG(V, V )
of non-singular maps such that P0 = IV and Ãλ = PλAλP

−1
λ has matrix form

Ãλ =

(

α(λ)IW −β(λ)IW
β(λ)IW α(λ)IW

)

, where the eigenvalues of Aλ are α(λ) ± ıβ(λ) and

Ãλ commutes with J0. If we define X̃(x, λ) = PλX(P−1
λ x, λ), then DX̃λ(0)

commutes with J0 and so DX̃λ(0) ∈ LG(V, V ) is C-linear with respect to J0, for
all λ ∈ (−λ0, λ0). �

The next lemma – the proof of which is immediate – shows that stabilities
are unchanged under the transformations given by lemma 10.1.5.

Lemma 10.1.6. Let (V,G) be a representation (real or complex), P ∈ LG(V, V )
be non singular and X ∈ C∞G (V, V ). Set X̃ = PXP−1. Then X(x) = 0 if and

only if X̃(P (x)) = 0. The stabilities (spectrum) of the linearizations of X at x
and X̃ at P (x) are the same.

10.1.2. Normalized families on a complex representation. Let (V,G)
be an irreducible complex representation. It follows from lemmas 10.1.5, 10.1.6
that, as far as the generic codimension 1 local bifurcation theory is concerned,
it is no loss of generality to restrict attention to families X ∈ C∞G (V × R, V )
satisfying

X(x, λ) = σ(λ)IV + g(x, λ),

where σ : R → C satisfies σ(0) = ı, (Re(σ))′(0) 6= 0, and g(x, λ) = O(‖x‖2).
Just as in section 5.6, we may rescale time and change parameter so that σ(λ) =
λ + ı for λ near zero. Thus we restrict attention to the space V0(V,G) = V0 of
normalized vector fields defined by

V0(V,G) = {X ∈ C∞G (V × R, V ) | DXλ(0) = (λ+ ı)IV }.
Let S1 ⊂ C denote the group of complex numbers of unit modulus and let

S1 act on V as scalar multiplication. Since (V,G) is a complex representation,
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we have an action of G × S1 on V and corresponding irreducible complex rep-
resentation (V,G × S1). The representation (V,G × S1) is always irreducible of
complex type.

Definition 10.1.7. Let (V,G) be a complex representation which is irre-
ducible of complex type. If G = K × S1, where S1 acts on V by scalar multipli-
cation, we say that (V,G) is irreducible of C-normal type.

We recall the strategy outlined in section 5.6 for the analysis of the Hopf
bifurcation on a complex representation. SupposeX ∈ V0(V,G). Since DX0(0) =
ıIV , it follows from the theory of equivariant normal forms (for example, [84,
Chapter XVI, §5]) that we can make a smooth λ-dependent G-equivariant change
of coordinates on a neighbourhood of the origin of V × R so that the Taylor
series of Xλ at x = 0 is G × S1-equivariant. Next we analyse bifurcations for
generic families X ∈ V0(V,G×S1). After finding branches of limit cycles, relative
equilibria and relative periodic orbits for X ∈ V0(V,G × S1), there remains the
problem of proving that branches and stabilities persist when we take account of
the G-equivariant, but not G× S1-equivariant, tail. It is shown in [60, 62] that
(generically) branches and their stabilities persist when we allow for the tail. We
say a little more about these “strong determinacy” results in section 10.6.7 when
we study the trickier problem of normal forms and strong determinacy for maps.
We also caution the reader that while this approach shows that branches of limit
cycles persist when we break normal form symmetry it does not, however, prove
that no new branches of limit cycles appear. There is also the often difficult
problem of determining the dynamics for the original problem.

Exercise 10.1.8. Investigate what happens if (V,G) is irreducible of quater-
nionic type, X ∈ C∞G (V ×R, V ) and the eigenvalues of DX0(0) have zero real part
and nonzero imaginary part. In particular, show that the normal form reduction
still applies and that (V,G × S1) is always irreducible of complex type. Using
invariant sphere theorem techniques, describe what happens if V = C2 and G is
the quaternionic group {±I,±ı,±,±k} (see also example 10.6.51).

10.1.3. Branches of relative equilibria. In this section, we extend the
formalism of branching patterns and stability developed in chapters 4, 7 to allow
for branches of relative equilibria. Most of what we do is very close to section 7.6
of chapter 7.

Suppose that (V,G) is a representation which is either an absolutely irre-
ducible orthogonal representation or an irreducible unitary complex representa-
tion of complex type. If X ∈ V0(V,G), then DXλ(0) = λIV (if (V,G) is absolutely
irreducible) or DXλ(0) = (λ+ ı)IV (if (V,G) is an irreducible complex represen-
tation of complex type).
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Definition 10.1.9. Given X ∈ V0(V,G), define G-invariant closed subsets of
V × R by

Z(X) = {(x, λ) | Xλ(x) = 0},
I(X) = {(x, λ) | Xλ(x) ∈ TxGx}.

Note that I(X) is the set of relative equilibria of X and that if G is finite,
I(X) = Z(X). If G is the product of a finite group with S1, then I(X) will consist
of limit cycles.

For every τ ∈ O(V,G), choose H ∈ τ and set ∆τ = G/H. Every G-orbit of
isotropy type τ is G-equivariantly diffeomorphic to ∆τ .

Definition 10.1.10. Let X ∈ V0(V,G) and τ ∈ O(V,G). A branch of relative
equilibria of isotropy type τ for X at zero consists of a C1 G-equivariant map

φ = (x, λ) : [0, δ]×∆τ → V × R

such that

(1) φ(0, u) = (0, 0), for all u ∈ ∆τ .
(2) For all s ∈ (0, δ], αs = x(s,∆τ ) is a relative equilibrium of Xλ(s) and αs

is of isotropy type τ .
(3) For every u ∈ ∆τ , the map φu : [0, δ] → V × R, s 7→ φ(s, u), is a

C1-embedding.

If, in addition, we can choose δ > 0 so that

(4) For all s ∈ (0, δ], αs is a normally hyperbolic relative equilibrium Xλ(s).

φ is a branch of normally hyperbolic relative equilibria for X at zero.

Remark 10.1.11. A branch of relative equilibria is a G-invariant subset of
V × R. This should be contrasted with the definition we gave for a branch of
equilibria in section 4.2 where the branch only defined a G-invariant subset when
the branch was of trivial isotropy. Of course, the G-orbit of a branch of equilibria
will define a branch of relative equilibria in the sense defined above.

Suppose that φi = (xi, λi) : [0, δi] × ∆τ → V × R, i = 1, 2, are branches of
relative equilibria for f . The branches are equivalent if we can find δ′i ∈ (0, δi],
i = 1, 2, and a C1 G-equivariant diffeomorphism H : [0, δ′1]×∆τ → [0, δ′2]×∆τ ,
such that φ1 = φ2 ◦ H on [0, δ′1] × ∆τ . Note that this definition allows for
translation in ∆τ .

We let [φ] denote the equivalence class of the branch φ. Typically, we identify
[φ] with the germ of the image of φ in V × R.

Example 10.1.12. Define c± : [0,∞) ×∆(G) = [0,∞) → V × R by c±(s) =
(0,±s), s ∈ [0,∞). Then c± define the two trivial branches of relative equilibria
for any X ∈ V0(V,G).
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Let φ = (x, λ) : [0, δ]×∆τ → V × R be a branch of relative equilibria for X.
Let S(V ) denote the unit sphere of V . We define the direction of branching set
D(φ) ⊂ S(V ) by

D(φ) = {x′u(0)/‖x′u(0)‖ | u ∈ ∆τ}.
It is straightforward to check that D(φ) ⊂ S(V ) is a G-orbit of isotropy type
µ ≥ τ and that D(φ) depends only on the equivalence class of φ (see the proof
of lemma 4.2.2).

A branch φ = (x, λ) of relative equilibria is supercritical (respectively, sub-
critical) if λ > 0 (respectively, λ < 0) on an interval (0, δ). Supercritical and
subcritical depend only on the equivalence class of φ.

Lemma 10.1.13. A branch of normally hyperbolic relative equilibria is either
supercritical or subcritical.

Proof. Let X ∈ V0(V,G) and suppose that φ = (x, λ) : [0, δ]×∆τ → V ×R
is a branch of normally hyperbolic relative equilibria for X. It suffices to prove
that λ′ 6= 0 on (0, δ]. Suppose the contrary. Then there exists s̃ ∈ (0, δ] such
that λ′(s̃) = 0. Choose ε > 0 so that I = [s̃ − ε, s̃] ⊂ (0, δ]. For each s ∈ I, set
αs = ρ(s,∆τ ). It follows from lemma 8.4.6 that we may choose a smooth family
{X̃s ∈ C∞G (V, V ) | s ∈ I} such that X̃s is tangent to G orbits and Xλ(s)−X̃s|αs ≡
0. Hence αs is a normally hyperbolic equilibrium orbit for Zs = Xλ(s)−X̃s, s ∈ I.
We have

Z(x(s, u), s) ≡ 0, (x, u) ∈ I ×∆τ .

Differentiating with respect to s at s = s̃, and using λ′(s̃) = 0, we find that

D1Z(x(s̃, u), s̃)
∂x

∂s
(s̃, u) ∈ Tx(s̃,u)αs̃, (u ∈ ∆τ ).

Since φu is a C1-embedding, ∂x
∂s

(s̃, u) /∈ Tx(s̃,u)αs, for all u ∈ ∆τ . Hence we have

D1Z(x(s̃, u), s̃)∂x
∂s

(s̃, u) = 0 and so the multiplicity of 0 ∈ vspec(αs̃, Zs̃) is at
least gτ + 1, contradicting the genericity of αs̃. �

Suppose that φ is a branch of normally hyperbolic relative equilibria for X at
zero. We let ind(φ) denote the index of relative equilibria along the branch. That
is, ind(φ) is the dimension of the stable manifold of φ(s,∆τ ), s > 0. The index
depends only on the equivalence class of φ. We define the sign of the branch,
sgn(φ) to be +1 if the branch is supercritical and −1 if the branch is subcritical.
The sign function depends only on the equivalence class of φ.

The branching pattern and branching conditions.

Definition 10.1.14. Given X ∈ V0(V,G), let B(X) be the set of equivalence
classes of nontrivial branches of relative equilibria. We call B(X) the branching
pattern of X.

Remark 10.1.15. If G is finite then Σ(X) and B(X) define the same germs
of subsets of V × R. However, we do not give B(X) the structure of a G-set. (If
we wished we could give B(X) the structure of a G/G0-set and then B(X) would
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be a natural extension of our definition of the branching pattern for finite groups
G.)

Following section 4.2, we consider the following branching conditions on X ∈
V0(V,G):

B1? There is a finite set φ1, . . . , φr+2 of branches of relative equilibria for X, with
images C1, . . . , Cr+2, such that

(1) B(X) = {[φ1], . . . , [φr]}, [φr+1] = [c+], [φr+2] = [c−].
(2) There is a neighborhood N of (0, 0) in V ×R such that if (x, λ) ∈ N and

α is a relative equilibrium of Xλ then

α× {λ} ⊂ ∪r+2
j=1Cj

(3) If i 6= j, then Ci ∩ Cj = {(0, 0)}.
B2? Every [φ] ∈ B(X) is a branch of normally hyperbolic relative equilibria.

Definition 10.1.16. A family X ∈ V0(V,G) is weakly regular if X satisfies
the branching condition B1?. If, in addition, X satisfies the branching condition
B2?, we say that X is regular.

Remark 10.1.17. If X is regular then (0, 0) ∈ V ×R is an isolated bifurcation
point of X.

Definition 10.1.18. Suppose X ∈ V0(V,G) is regular. The signed indexed
branching pattern B?(X) of X consists of the set B(X), labelled by isotropy types,
together with the maps ind : B(X)→ N and sgn : B(X)→ {±1}.

If X is regular then X has a well-defined signed indexed branching pattern
B?(X) which describes the stabilities of all the relative equilibria on some neigh-
borhood of zero.

Definition 10.1.19. If X, Y ∈ V0(V,G) are weakly regular, then B(X) is
isomorphic to B(Y ) if there is a bijection between B(X) and B(Y ) preserving
isotropy type.

If X, Y , B?(X) is isomorphic to B?(Y ) if B(X) is isomorphic to B(Y ) by an
isomorphism preserving the sign and index functions and isotropy type.

10.1.4. Stability.

Definition 10.1.20. Let X ∈ V0(V,G).

(W) X is weakly stable and X has a stable branching pattern if
(1) X satisfies the branching condition B1?.
(2) There exists an open neighbourhood U of X in V0 such that all

Y ∈ U satisfy the branching condition B1? and the isomorphism
class of B(Y ) is constant on U .

(S) X is stable and X has a stable signed indexed branching pattern if
(1) X satisfies the branching conditions B1? and B2?.
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(2) There exists an open neighbourhood U of X in V0 such that all Y ∈
U satisfy the branching conditions B1?, B2? and the isomorphism
class of B?(Y ) is constant on U .

Let S?(V,G) (respectively, S?w(V,G)) denote the open subset of V0(V,G) con-
sisting of stable families (respectively, weakly stable families). We show later in
this chapter that S?(V,G) is a dense subset of V0(V,G). This gives a general-
ization of theorem 7.4.2 to general compact Lie groups and branches of relative
equilibria.

10.1.5. Determinacy.

Definition 10.1.21. G-equivariant bifurcation problems on (V,G) are finite-
ly determined if there exist q ∈ N and an open dense semialgebraic subset R(q)

of P
(q)
G (V, V ) such that if X ∈ V0(V,G) and jqX0(0) = jq1X(0, 0) ∈ R(q), then

X is stable. Similarly, we define weak finite determinacy by requiring that there

exists qw ∈ N and an open dense semialgebraic subset Rw(qw) of P
(qw)
G (V, V ) such

that if X ∈ V0(V,G) and jqwX0(0) ∈ Rw(qw), then X is weakly stable.

Remarks 10.1.22. (1) We say that G-equivariant bifurcation problems on V
are q-determined if q is the smallest positive integer for which we can find R(q)
satisfying the conditions of Definition 10.1.21. We say that X is q-determined if
jqX0(0) ∈ R(q).
(2) Let X ∈ V0(V,G) be q-determined and set Q = jqX0(0). If we define JQ ∈
V0(V,G) by

JQ(x, λ) = λx+Q(x).

then B?(X) ∼= B?(JQ). (Note that if (V,G) irreducible of complex type then
j1Q(0) = ıIV .) Conversely, if X ∈ S?(V,G), then there exists Q ∈ R(q) such
that B?(X) is isomorphic to B?(JQ) (same proof as that of lemma 4.4.6).

Example 10.1.23. Let G be one of the classical simple Lie groups SO(n),
n > 2, SU(n), U(n), Sp(n) or a simple compact Lie group of type F4 or G2.
The representation space for the adjoint action of G is g, the Lie algebra of
G, and the action of G on g is absolutely irreducible. Let W denote the Weyl
group of G and T denote a maximal torus for G. Each G-orbit meets t (the
Lie algebra of T) in a W -orbit [70, 11.1]. The invariants and equivariants for
the adjoint action of G on g are obtained by extension of the corresponding
invariants and equivariants for the action of W on t ⊂ g (see [70, section 11]).
Consequently, if W -equivariant bifurcation problems on t are d-determined then
so are G-equivariant bifurcation problems on g. We know from chapter 4 and
[70, 73] that W -equivariant bifurcation problems on t are finitely determined.
Hence, the same is true forG-equivariant bifurcation problems on g. In particular,
there is an open and dense subset S?(g, G) of V0(g×R, g) such that ifX ∈ S?(g, G)
then
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(1) B?(X) is a finite union of germs of branches of normally hyperbolic
relative equilibria.

(2) B?(X) contains a branch of relative equilibria of isotropy type τ , when-
ever τ is maximal and, if G ∼= SO(2k), k ≥ 4, whenever τ = (Sk−1).

Remark 10.1.24. For the adjoint representations considered above, it is
known that if τ is an isotropy type satisfying the hypotheses of (2), then nτ = 0
and so the branches given by (1) are all branches of normally hyperbolic equilib-
rium G-orbits (see [84, Theorem 8.2] for the case of SO(3)). If nτ > 0 then if fol-
lows by proposition 7.6.15 that we can always perturb X within V0(V,G) so that
the corresponding branches are branches of relative equilibria, but not equilibria.
It was asked in [84, page 136] if nτ = 0 for all maximal isotropy types when (V,G)
is absolutely irreducible. Subsequently, Melbourne [124] found examples of abso-
lutely irreducible representations (V,G) and maximal isotropy types τ ∈ O(V,G)
for which nτ = 1 and either N(H)/H ∼= S1 or N(H)/H ∼= SU(2), H ∈ τ .

10.2. The universal variety for relative equilibria

We assume that (V,G) is a representation which is either an absolutely irre-
ducible orthogonal representation or an irreducible unitary complex representa-
tion of complex type. In the complex case the real inner product ( , ) associated
to the Hermitian structure on V satisfies

(10.1) (v, JV v) = 0, for all v ∈ V
(JV denote the complex structure on V .)

Let F = {F1, . . . , Fk} be a minimal set of homogeneous polynomial generators
for the P (V )G-module PG(V, V ). As usual, we suppose that F1 = IV and 1 ≤
d2 ≤ . . . ≤ dk, where deg(Fi) = di. If (V,G) is absolutely irreducible, d2 > 1. If
(V,G) is of complex type, we take F2 = J (where J = JV is the complex structure
on V ) and then 1 < d3. If G = K × S1 (the representation is of C-normal type),
then di is odd, for all i ≥ 1. Let P = {p1, . . . , p`} be a minimal set of homogeneous
generators for the R-algebra P (V )G. We set P = (p1, . . . , p`) : V → R` and recall
that P : V → P/G ⊂ R` may be regarded as the orbit map.

10.2.1. The variety Σ?. Recall that ϑ : V ×Rk → V is defined by ϑ(x, t) =
∑k

i=1 tiFi(x). Let

Σ? = {(x, t) | ϑ(x, t) ∈ TxN(Gx)x}.
If nτ = 0, all τ ∈ O(V,G), then Σ? = Σ. Otherwise, Σ? ) Σ. Given τ ∈ O(V,G),
let Σ?

τ denote the subset of Σ? consisting of points of isotropy type τ . Clearly,
Σ? = ∪τ∈O(V,G)Σ

?
τ .

Example 10.2.1. If we take the standard representation of SO(2) on C, then
F = {z, ız} (k = 2), and

ϑ(z, (t1, t2)) = t1z + ıt2z.
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We have Σ = {(z, (t1, t2) | z = 0 or t1, t2 = 0} and Σ? = {(z, (t1, t2) | z =
0 or t1 = 0}. For example, if we take τ = (e), we find that

Σ(e) = {(z, (0, 0)) | z ∈ C?},
Σ?

(e) = {(z, (0, t)) | t ∈ R, z ∈ C?}.

Hence codim(Σ(e)) = 2 and codim(Σ?
(e)) = 1.

Lemma 10.2.2. Σ? is a G-invariant algebraic subset of V × Rk.

Proof. Define the polynomial map P : V × Rk → R` by

P(x, t) = DP (x)(ϑ(x, t)), ((x, t) ∈ V × Rk).

Then P(x, t) = 0 if and only if ϑ(x, t) ∈ TxGx. Since ϑ is G equivariant,
ϑ(x, t) ∈ TxGx if and only if ϑ(x, t) ∈ TxN(Gx)x and so P−1(0) = Σ?. �

Lemma 10.2.3. For each τ ∈ O(V,G), Σ?
τ is a G-invariant semialgebraic

smooth k + gτ -dimensional submanifold of V × Rk.

Proof. Since Σ?
τ = Σ?∩ (V ×Rk)τ , it follows from lemmas 6.8.3, 10.2.2 that

Σ?
τ is a G-invariant semialgebraic subset of V × Rk. It remains to prove that Σ?

τ

is a smooth submanifold of V × Rk of dimension k + gτ . Fix (x, t) ∈ Σ?
τ and

set Gx = H. For each y ∈ V H
τ , {F1(y), . . . , Fk(y)} spans V H . Given y ∈ V H

τ ,
set N(y) = TyN(H)y. Note that N(y) ⊂ V H and dim(N(y)) = nτ . Let πy :
V H → V H denote the projection of V H on the orthogonal complement of N(y)
in V H . Clearly πy depends smoothly on y ∈ V H

τ (as a map into the space of
linear endomorphisms of V H). Let S ⊂ V × Rk be a differentiable slice for the
action of G on V ×Rk at (x, t). (For S we may take a sufficiently small Euclidean
ball centered at (x, t) in (x, t) + (TxG(x, t))⊥.) Let Sτ ⊂ S be the set of points of
isotropy type τ and note that Sτ ⊂ V H × Rk and dim(Sτ ) = dim(V H)− nτ + k.
Consider the smooth map K : Sτ → V H defined by

K(y, s) = πyϑ(y, s)

A straightforward computation shows at all points (y, s) ∈ Σ?
τ ∩ Sτ , DK(y, s)

has constant rank equal to dim(V H) − nτ and kernel of dimension k. Noting
that Σ?

τ ∩ Sτ = K−1(0) it follows by the rank theorem that Σ?
τ ∩ Sτ is smooth of

dimension k and hence that Σ?
τ ∩GSτ is smooth of dimension equal to k+gτ . �

Remark 10.2.4. It may be shown that Σ?
τ has the structure of a smooth real

affine algebraic subvariety of V × Rk+1 (see [60, Lemma 10.6.1]).

Lemma 10.2.5. Let γ, τ ∈ O(V,G). Then

(1) Σ?
τ ∩ Σ

?

γ = ∅ if γ > τ .

(2) dim(Σ?
τ ∩ Σ

?

γ) < gτ + k, if γ < τ .
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Proof. Statement (1) follows since (V × Rk)τ ∩ (V × Rk)γ = ∅ if γ > τ .

The proof of (2) is similar to that of lemma 6.9.6. Specifically, let q1, . . . , qs be
a minimal set of homogeneous generators for the R-algebra P (V × Rk)G and let
Q : V × Rk → Rs denote the corresponding orbit map. For all γ ∈ O, Q maps
(V × Rk)γ submersively onto the smooth submanifold (V × Rk)γ/G of Rs (see
section 6.6.4). By lemma 10.2.3, Q(Σ?

γ) is a k-dimensional smooth submanifold

of Rs. Since Q is proper, Q(Σ?
γ) = Q(Σ

?

γ). Hence for all τ, γ ∈ O, τ > γ, we have

Q(Σ?
τ ∩ Σ

?

γ) = Q(Σ?
τ ) ∩Q(Σ?

γ),

= Q(Σ?
τ ) ∩ ∂Q(Σ?

γ).

Now dim(∂Q(Σ?
γ)) < dim(Q(Σ?

γ)) < k and so dim(Q(Σ?
τ ∩ Σ

?

γ) < k. Therefore,

dim(Σ?
τ ∩ Σ

?

γ) = dim(Q−1Q(Σ?
τ ∩ Σ

?

γ)) < k + gτ . �

Lemma 10.2.6. For all τ ∈ O?(V,G),

Σ
?

τ ∩ Rk ⊂ {t ∈ Rk | t1 = 0}.
Proof. We have already shown this when G is finite and (V,G) is absolutely

irreducible. We give the proof when (V,G) is irreducible of complex type. Let
t ∈ Rk and suppose that (0, t) ∈ Στ ∩ Rk. Choose a sequence (xn, tn) in Σ?

τ

converging to (0, t). Since ϑ(xn, tn) is tangent to Gxn, (ϑ(xn, tn), xn) = 0 for all
n. Now ϑ(xn, tn) is the sum of tn1x

n + tn2JV x
n and terms of order at least two in

xn. Noting (10.1), we see that 0 = (ϑ(xn, tn), xn) = tn1‖xn‖2 + O(‖xn‖3), for all
n. Dividing by ‖xn‖2 and letting n→∞, it follows that t1 = 0. �

Suppose that (V,G) is irreducible of C-normal type (and so G = K×S1). Let
L2 ⊂ Rk ⊂ V × Rk denote the t2-axis and T2 denote the group of translations of
V ×Rk parallel to L2. That is, if T ∈ T2, then T (x, t) = (x, t) + u, where u ∈ L2.

Lemma 10.2.7. Suppose (V,G) is irreducible of C-normal type. Then Σ? is

T2-invariant. In particular, for all τ ∈ O?(V,G), Σ
?

τ ∩ Rk is T2-invariant.

Proof. By definition, (x, t) ∈ Σ? if and only if ϑ(x, t) is tangent to Gx.
Hence (x, t) ∈ Σ? if

t1x+ t2Jx+
k
∑

j=3

tjFj(x) ∈ TxGx = TxKx+ RJx

But then t1x+ aJx+
∑k

j=3 tjFj(x) ∈ TxKx+ RJx = TxGx for all a ∈ R. �
Let S? denote the canonical semialgebraic stratification of Σ?.

Theorem 10.2.8. (1) The stratification S? induces a semialgebraic Whit-
ney regular stratification S?τ of Σ?

τ , for all τ ∈ O(V,G). In particular,
each Σ?

τ is a union of S?-strata.
(2) If (V,G) is irreducible of C-normal type, then the stratifications S?, S?τ

are T2-invariant. In particular, if S ∈ S?, then S = S? × L2, where
S? = S ∩ L⊥2 .
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Proof. Part (1) of the proof is exactly the same as that of theorem 6.10.1.
The final statement is immediate from lemma 10.2.7. �

For the remainder of the section we shall assume that if (V,G) is not abso-
lutely irreducible then (V,G) is irreducible of C-normal type. Let R2 denote the
orthogonal complement of L2 in Rk.

Given τ ∈ O(V,G), define Rτ = Rk ∩ Σ
?

τ . We also define

R?
τ = Rτ , if (V,G) is absolutely irreducible,

= R2 ∩Rτ , if (V,G) is of C-normal type.

We remark that if (V,G) is irreducible of C-normal type then Rτ = R?
τ ×L2 and

R?
τ ⊂ Rk−2 = {t ∈ Rk | t1, t2 = 0}. We let rτ = dim(Rτ ), τ 6= (G).

Recall that dτ = dim(V H
τ ), H ∈ τ .

Lemma 10.2.9. If τ ∈ O?(V,G), then

(1) Rτ is a closed semialgebraic subset of Rk−1.
(2) k − dτ + nτ ≤ rτ ≤ k − 1.

Proof. (1) Similar to that of lemma 7.1.1 and omitted. (2) By lemma 10.2.6
we have dim(Rτ ) ≤ k − 1. It remains to prove the first inequality of (2). Let
x ∈ Vτ . Then T (x) = {t ∈ Rk | ϑ(t, x) ∈ TxGx} is a linear subspace of Rk
of dimension k − dτ + nτ . Consider T (x) as a point in the Grassmann variety
Grp(Rk) of p = k− dτ +nτ -dimensional subspaces of Rk. Replacing x by λx and
letting λ→ 0, we see that each limit point of T (λx) is a k− dτ + nτ -dimensional
subspace of Rk contained in Rτ . Hence rτ ≥ k− dτ + nτ . (See also lemma 6.15.2
and examples 6.15.3(1).) �

Example 10.2.10. Let (V,G) be an absolutely irreducible representation and
τ be a maximal isotropy type. Suppose that dτ = 1 + nτ and let H ∈ τ . By
lemma 10.2.9, dim(Rτ ) = Rk−1 and the proof of lemma 10.2.9 shows that we have
Rτ = Rk−1 (and so τ is generically symmetry breaking – see definition 4.3.5).
If nτ = 0, this is just a restatement of the equivariant branching lemma and
N(H)/H is either trivial or isomorphic to Z2 (see also examples 6.15.3(3)). If
nτ 6= 0 and dτ = 1 + nτ , then the identity component of N(H)/H is isomorphic
to either S1 or SU(2) and the associated action on V H is irreducible and free [26,
Chapter III, Theorem 8.5]. Melbourne [124] shows that both these possibilities
can occur (see also remark 10.1.24).

From now on we let A? denote the stratification induced on Σ?
(G) = Rk by

S?. Denote the union of the i-dimensional strata of A? by A?i , i ≥ 0. If (V,G) is
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irreducible of C-normal type, A?i = L2 × A??i−1, where A??i ⊂ R2 ⊂ Rk. We have

A?k = Rk \
⋃

τ 6=(G)

Rτ ,

A??k = R2 \
⋃

τ 6=(G)

R?
τ ,

A?i ⊂ Rk−1, i < k,

A??i ⊂ Rk−2, i < k − 1, if (V,G) is of C-normal type.

If (V,G) is irreducible of C-normal type, we let A?? denote the Whitney stratifi-
cation of R2 with strata given by A??i , i ≤ k − 1.

Remark 10.2.11. A?k−1 is an open semialgebraic subset of Rk−1. If (V,G) is
absolutely irreducible we follow the convention of remark 7.1.2 and always assume
A?k−1 is dense in Rk−1. If (V,G) is irreducible of C-normal type, A??k−1 is always
dense in Rk−2.

Suppose that X ∈ V0(V,G) and write X(x, t) =
∑k

i=1 fi(x, t)Fi(x), where fi
are smooth invariants. Exactly as in chapter 6, we may factorizeX as X = ϑ◦ΓX ,
where ΓX : V × R→ V × Rk is the graph map

ΓX(x, λ) = (x, (f1(x, λ), . . . , fk(x, λ))), (x, λ) ∈ V × R.
Define γ(X) ∈ C∞(R,Rk) by γ(X)(λ) = (λ, f2(0, λ), . . . , fk(0, λ)). If (V,G)
is irreducible of C-normal type, we define γ?(X) ∈ C∞(R,R2) by γ?(X)(λ) =
(λ, f3(0, λ), . . . , fk(0, λ)).

Lemma 10.2.12. Let X ∈ V0(V,G). Then ΓX t Σ? at (x, λ) = (0, 0) if and
only if γ(X) t A? at λ = 0. If (V,G) is irreducible of C-normal type, ΓX t Σ?

at (x, λ) = (0, 0) if and only if γ?(X) t A?? at λ = 0.

Proof. The result follows from theorem 10.2.8. �

Remarks 10.2.13. (1) Lemma 10.2.12 allows us to prove weak stability and
determinacy results for branches of relative equilibria along very similar lines to
what we did in chapter 7 for branches of equilibria when G was finite. We give
the main results in the next section. Note that this approach does not depend
on the detailed structure of the invariants or reduction to the orbit space.
(2) The stratifications A? , A?? may be proved to be induced from a stratifica-
tion of U defined independently of the choice of F . It is also possible to prove
invariance results along the lines of section 6.11. Some details and results may
be found in [60, section 4].

10.3. Weak stability and determinacy

We continue to assume (V,G) is a representation which is either absolutely
irreducible or irreducible of C-normal type.
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Define

K?G(V ) = {X ∈ V0(V,G) | ΓX t Σ? at (0, 0)}.

Theorem 10.3.1. (1) K?G(V ) is an open and dense subset of V0(V,G).
(2) K?G(V ) ⊂ S?w(V,G).
(3) Let X ∈ K?G(V ). We may find an open neighborhood U of X in V0 such

that if {Xt | t ∈ [0, 1]} is any continuous path in U with X0 = X, there is
an open neighborhood W of (0, 0) in V ×R and an (equivariant) isotopy
{Kt : W → V × R | t ∈ [0, 1]} of (continuous) embeddings satisfying
(a) K0 is the inclusion of W in V × R.
(b) Kt(W ∩ I(X)) = I(Xt) ∩Kt(W ), all t ∈ [0, 1].

Proof. Similar to the proof of theorem 7.1.5. �

10.3.1. Symmetry breaking isotropy types. Let τ ∈ O?(V,G). We ex-
tend our previous definitions of symmetry breaking isotropy types to allow for
branches of relative equilibria. Specifically, we say that τ is symmetry breaking
(respectively, generically symmetry breaking) if there exists a nonempty open (re-
spectively, open and dense) subset U of V0(V,G) such that for every X ∈ U , the
germ of I(X) at zero contains points of isotropy type τ .

Lemma 10.3.2. For all τ ∈ O?(V,G), Rτ inherits a semialgebraic Whitney
stratification A?τ from A?. (We assume here that Ak = Rk\Rk−1, see remark 7.1.2
and below for the case when (V,G) is irreducible of C-normal type.)

Proof. Immediate from theorem 6.10.1 and the definition of A?. �

Proposition 10.3.3. (Notation as above.) Let X ∈ K?G(V ) and τ ∈ O?(V,G).
Then

(1) The map γ(X) : R→ Rk is transverse to A?τ .
(2) If rτ < k − 1, then B(X) contains no branches of relative equilibria of

isotropy type τ .
(3) If rτ = k − 1 and γ(X)(0) ∈ Rτ , then there is a branch of relative

equilibria of isotropy type τ in B(X).

Proof. The proof, using lemma 10.3.2, is the same as that of proposi-
tion 7.1.7. �

Corollary 10.3.4. (Notation as above.) Let τ ∈ O?(V,G).

(1) τ is a symmetry breaking isotropy type if and only if rτ = k − 1.
(2) τ is generically symmetry breaking if and only if Rτ = Rk−1.

Example 10.3.5. Let (V,G) be irreducible of C-normal type. If H ∈ τ ∈
O(V,G), then V H is a C-linear subspace of V . If dimC(V H) = 1, then R?

τ = Rk−2

(trivially) and so τ is generically symmetry breaking. This is the complex version
of the equivariant branching lemma (see [84, Chapter XVI]).



10.3. WEAK STABILITY AND DETERMINACY 343

10.3.2. Weak determinacy. Set d = dk and define P
(d)
G (V, V )0 = {P ∈

P
(d)
G (V, V ) | DP (0) = 0}. Let Π0 : P

(d)
G (V, V )0 → Rk be the restriction of the

projection Π : PG(V, V )→ PG(V, V )/MPG(V, V ) ∼= Rk to P
(d)
G (V, V )0. Note that

Π0 maps P
(d)
G (V, V )0 onto Rk−1 if (V,G) is absolutely irreducible and maps onto

Rk−2 otherwise. If (V,G) is absolutely irreducible, we define

R?
w(d) = {P ∈ P (d)

G (V, V )0 | Π0(P ) ∈ A?k−1}.
If (V,G) is irreducible of C-normal type, we define

R?
w(d) = {P ∈ P (d)

G (V, V )0 | Π0(P ) ∈ A??k−1}.
Since A?k−1 is an open and dense semialgebraic subset of Rk−1, R?

w(d) is an open

and dense semialgebraic subset of P
(d)
G (V, V )0. If X ∈ C∞G (V ×R, V ), let Jd0 (X) ∈

P
(d)
G (V, V )0 be the d-jet in V -variables of X0, omitting the linear and constant

terms. That is, Jd0 (X)(x) =
∑d

j=2 D
jX(0)(xj)/j!.

Lemma 10.3.6. We have

K?G(V ) = {X ∈ V0 | Jd0 (X) ∈ R?
w(d)}.

In particular, G-equivariant bifurcation problems on (V,G) are weakly dw-determined,
where dw ≤ dk, and X ∈ S?w(V,G) if Jd0 (X) ∈ R?

w(d).

Proof. Immediate from the definitions and lemma 10.2.12. �

Theorem 10.3.7. Let (V,G) be irreducible of C-normal type. Every maximal
isotropy type is generically symmetry breaking and the corresponding branch is a
branch of limit cycles. In particular, if X ∈ S?w(V,G), then B(X) 6= ∅.

Proof. Let X ∈ S?w(V,G). Without changing B(X), we may perturb X so
that X ∈ K?G(V ). By weak determinacy we have Xa = X+a‖x‖2x ∈ K?G(V ), for
all a ∈ C. In particular, we may choose a ∈ R so that Xa satisfies the conditions
of the invariant sphere theorem (theorem 5.6.24). Consequently, there exists
λ0 > 0 and a branch S(λ) of G-invariant, attracting and flow-invariant spheres
S(λ) for Xa

λ , λ ∈ (0, λ0). Let H ∈ τ ∈ O?(V,G) be a maximal isotropy type.
Then S(λ) ∩ V H will be flow-invariant and so, quotienting by the S1-action, we
obtain a flow on Ps(C), where s = dimC(V H)− 1. Since the Euler characteristic
χ(Ps(C)) = s+ 1 > 0, there is a least one zero for the induced flow on Ps(C) and
so Xa has at least one branch of limit cycles of isotropy type τ . �

Remarks 10.3.8. (1) Theorem 10.3.7 was originally proved by Fiedler [47]
and is referred to in [84] (Theorem 4.5, Chapter XVI). Theorem 10.3.7 can be
strengthened to take account of stabilities and also allow for breaking the normal
form symmetries [60, 62]. We show shortly how this gives a nice lower bound on
the number of branches of limit cycles.
(2) A consequence of theorem 10.3.7 is that A?k−1 is always dense in Rk−1 (cf
remark 7.1.2).
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(3) Suppose that (V,G) is irreducible of C-normal type. Let X ∈ C∞G (V ×R, V )
and suppose that DX0(0) = 0. If γ(X) t Rk−1, and τ is a symmetry breaking
isotropy type with nτ = 1, then branches of isotropy type τ will generically be
branches of limit cycles. The period of the limits cycles →∞ as λ→ 0.

Examples 10.3.9. (1) Take a nontrivial representation of O(2) on R2 = C.
Then (R2,O(2)) is absolutely irreducible. It is easy to verify that O(2)-equivariant
bifurcation problems are weakly 2-determined (if X ∈ V0(R2,O(2)), X is already
weakly stable). In this case, the single branch is a branch of equilibrium O(2)-
orbits.
(2) Let M = O(2) ×Z2 R, where Z2 is generated by κ(x, y) = (x,−y) and acts
on R as multiplication by −1. Let γ = O(2)0̄, where 0̄ = [e, 0] ∈ O(2) ×Z2 R.
In this case generic bifurcation off the equilibrium orbit γ leads to a pair of
contra-rotating periodic orbits γ±λ with equal periods pλ → ∞, as λ → 0. All of
this follows easily by writing O(2)-equivariant vector fields X on M in tangent
and normal form, X = XT +XN , and noting that XN and XT are Z2-equivariant.

10.4. Weak stability and determinacy for reversible systems

We indicate how the results of the previous section generalize to equivariant
reversible systems. (The results presented in this section are not used elsewhere
in the chapter and the reader may pass safely to the next section where we start
our investigation of stabilities of branches of relative equilibria.)

Throughout this section we assume that V is a finite dimensional real inner
product space and G is a compact Lie group.

Suppose we are given a pair of orthogonal representations ρ, σ : G → O(V ).
Let ρV denote V with the action on V determined by ρ. We similarly define σV .
We always assume that

(10.2) Txρ(G)x = Txσ(G)x, for all x ∈ V.
We remark that this is no restriction if G is finite and that (10.2) also holds if
the two actions have the same G-orbits (cf lemma 8.3.42).

We consider G-equivariant vector fields f : ρV → σV . An important class
where ρ 6= σ and (10.2) holds is given by the reversible equivariant vector fields.
For this class, we fix an index two subgroup K of G and consider representations
ρ, σ which restrict to the same representation of K but differ by a sign on G \K.
That is, ρ(g) = −σ(g), g ∈ G \K.

More formally, we shall assume that there is a homomorphism r : G→ Z2 ⊂
O(V ), where Z2 is generated by −IV . We set K = ker(r). If r is trivial, K = G
(and so ρ = σ). If r is non-trivial, then K is an index 2 subgroup of G (the
group of spatial symmetries).. Set GR = G \K. Elements of GR are called time
reversing symmetries. We may define the representation σ in terms of ρ and r by

(10.3) σ(g) = r(g)ρ(g), g ∈ G.
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Usually, we just write gx instead of ρ(g)x, and r(g)gx instead of σ(g)x, x ∈ V .
It follows from this description of σ that the representations ρ, σ satisfy (10.2).

Henceforth, assume the representations ρ, σ satisfy (10.3) where ρ(g) = −σ(g),
g ∈ G \ K, and that r is non-trivial. We refer to G-equivariant vector fields
X : ρV → σV as reversible G-equivariant vector fields.

Exercise 10.4.1. (1) Show that the composition of two elements of GR lies
in K.
(2) Show that dim(K) = dim(G) and that K is a union of connected components
of G. In particular, K/G0 is an index two subgroup of G/G0.

Lemma 10.4.2. Let (ρV ,G), (σV ,G) be representations of G satisfying (10.3).
If X : ρV → σV is a smooth reversible G-equivariant vector field, then the flow φ
of X satisfies

φgx(t) = gφx(r(g)t),

where the G-action on domain and range is defined by ρ, and φx denotes the
integral curve of X through x ∈ V .

Proof. We have X(gx) = r(g)gX(x), g ∈ G. We claim that if φx(t) is the
integral curve of X through x ∈ V , then ψ(t) = gφx(r(g)t) is the integral curve
through gx. Differentiating ψ with respect to t we have

ψ′(t) = r(g)gφ′x(r(g)t),

= r(g)gX(φx(r(g)t)), since φx is an integral curve,

= X(gφx(r(g)t)), by equivariance,

= X(ψ(t)).

Hence, by uniqueness of integral curves, ψ(t) is the integral curve of X through
ψ(0) = gx. �

Lemma 10.4.3. Let X : ρV → σV be a smooth reversible G-equivariant vector
field. If X(x) ∈ TxGx at some point x ∈ V , then X(x) ∈ σV

Gx ∩ TxGx and

X(x) ∈ TxN(Kx)x ∩ σV
Gx .

Proof. Let x ∈ ρV and X(x) ∈ TxGx. For all g ∈ Gx, we have X(x) =
X(gx) = σ(g)X(x) and so, by (10.2) X(x) ∈ σV

Gx ∩ TxGx. The final statement
uses the K-equivariance of X. �

Definition 10.4.4. Let X : ρV → σV be a smooth G-equivariant vector field.
If the G-orbit Gx is invariant by the flow of X (equivalently, if X is tangent to
Gx), then Gx is called a relative equilibrium of X.

Remark 10.4.5. An orbit Gx is a relative equilibrium for X : ρV → σV if
and only if there exists at least one point y ∈ Gx such that X(y) ∈ TyGx.
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Example 10.4.6. Let ρC denote the standard representation of O(2) on C.
Define the representation σC by σ(g) = det(ρ(g))ρ(g). Let z 6= 0. If O(2)z is
a relative equilibrium of X : ρC → σC, then the only restriction on X(z) is
that X(z) is tangent to O(2)z. In particular, relative equilibria will typically be
periodic orbits.

10.4.1. The universal variety. In what follows we assume that ρV
G = {0}

(it need not be the case that σV
G = {0}). Let F = {F1, . . . , Fk} denote a

minimal set of homogeneous generators for the P (ρV )G-module PG(ρV , σV ). Let
p1, . . . , p` be a minimal set of homogeneous generators for the R-algebra P (ρV )G

and q1, . . . , qm be a minimal set of homogeneous generators for the R-algebra
P (σV )G.

As usual we define ϑ : ρV × Rk → σV by ϑ(x, t) =
∑k

j=1 tjFj(x). We let

Σ? = {(x, t) | ϑ(x, t) ∈ TxGx}.
For each τ ∈ O(ρV ,G), let Σ?

τ denote the subset of Σ? consisting of points of
isotropy type τ . Clearly Σ? is the disjoint union over O(ρV ,G) of the sets Σ?

τ .

Lemma 10.4.7. Σ? is a G-invariant algebraic subset of V × Rk.

Proof. Let Q : V → Rm be the orbit map determined by q1, . . . , qm. If we
define the polynomial map T : V × Rk → R` by

T (x, t) = DQ(x)(ϑ(x, t)), ((x, t) ∈ V × Rk),
then Σ? is the zero set of T . �

Remark 10.4.8. Noting (10.2), we might just as well have defined the map
T of lemma 10.4.7 using the orbit map P : V → R`.

Before stating the next lemma, we need to review some notation. Let H ∈
τ ∈ O(ρV ,G) and suppose x ∈ ρVτ

H . We define gτ = dim(Gx). We set nτ (ρ) =
dim(N(H)/H) = dim(N(H)x) and nτ (σ) = dim(TxGx ∩ σV

H). We define

Nτ = nτ (σ)− nτ (ρ).

Finally, we recall from section 6.9.1 that dτ = dτ (ρV ) = dim(ρVτ
H), eτ =

eτ (σV ) = dim(σV
H), and iτ = iτ (ρV , σV ) = dτ−eτ . (If ρ = σ, then nτ (σ) = nτ (ρ)

and iτ = 0.)

Lemma 10.4.9. For each τ ∈ O(ρV ,G), Σ?
τ is a Γ-invariant smooth semi-

algebraic submanifold of V × Rk. We have

dim(Σ?
τ ) = k + gτ +Nτ + iτ .

Proof. Since Σ?
τ = Σ? ∩ (V ×Rk)τ , it follows from lemma 10.4.7 that Σ?

τ is
a G-invariant semialgebraic subset of V × Rk. It remains to prove that Σ?

τ is a
smooth submanifold of V ×Rk of the specified dimension. Fix (x, t) ∈ Σ?

τ and set
Gx = H. For each y ∈ ρVτ

H , {F1(y), . . . , Fk(y)} spans σV
H . Set N(y) = TyGy ∩
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σV
H . Note that N(y) is a linear subspace of σV

H and that dim(N(y)) = nτ (σ).
Let πy : V H → V H denote the projection of σV

H on the orthogonal complement of
N(y) in σV

H . Clearly πy depends smoothly on y ∈ ρVτ
H (as a map into the space

of linear endomorphisms of σV
H). Let S ⊂ ρV ×Rk be a differentiable slice for the

action of G on ρV ×Rk at (x, t). (For S we may take a sufficiently small Euclidean
ball centered at (x, t) in (x, t) + (TxG(x, t))⊥.) Let Sτ ⊂ S be the set of points
of isotropy type τ and note that Sτ ⊂ ρVτ

H ×Rk and dim(Sτ ) = dτ − nτ (ρ) + k.
Consider the smooth map K : Sτ → σV

H defined by

K(y, s) = πyϑ(y, s)

At all points (y, s) ∈ Σ?
τ ∩ Sτ , DK(y, s) is surjective of rank dim(σV

H) − nτ (σ)
and kernel of dimension k + Nτ + iτ . Since Σ?

τ ∩ Sτ = K−1(0), we may use the
rank theorem to deduce that Σ?

τ ∩ Sτ is smooth of dimension k + Nτ + iτ and
hence that Σ?

τ ∩GSτ is smooth of dimension equal to k + gτ +Nτ + iτ . �
Take the canonical stratification S? of Σ? and let S?τ denote the stratifications

induced on Σ?
τ . Note that it will not generally be the case that S?τ is a union

of S?-strata. Set A? = S?(G). We denote the i-dimensional stratum of A? by A?i ,
0 ≤ i ≤ k.

Set V = C∞G (ρV × R, σV ). If X ∈ V, DXλ(0) ∈ LG(ρV , σV ). Unless ρV
and σV are isomorphic G-representations, DXλ(0) will be singular. Roughly
speaking, a bifurcation point of the family X will be a value of λ for which the
topological type of the germ of I(Xλ) at zero changes. In the usual way, every
X ∈ V factorizes as X = ϑ ◦ ΓX , where ΓX(x, λ) = (x, (f1(x, λ), . . . , fk(x, λ)).
We define γ(X) ∈ C∞(R,Rk) by γ(X)(λ) = (f1(0, λ), . . . , fk(0, λ)).

Definition 10.4.10. We say λ0 ∈ R is a regular point for the family Xλ ∈ V
if γ(X)(λ0) /∈ ∪k−1

i=0A
?
i . If γ(X)(λ0) ∈ ∪k−1

i=0A
?
i , we refer to λ0 as a bifurcation

point.

Let V0 be the subset of V for which there is a bifurcation point at λ = 0.
Define

K?G(ρV , σV ) = {X ∈ V0 | γ(X) t A? at (0, 0)}.
The proofs of the remaining lemmas are by now routine and are omitted.

Lemma 10.4.11. (1) X ∈ K?G(ρV , σV ) if and only if γ(X)(0) ∈ A?k−1 and
γ(X) t A?k−1 at λ = 0. (We allow A?k−1 = ∅.)

(2) If X ∈ K?G(ρV , σV ), then λ = 0 is an isolated bifurcation point of X.
(3) K?G(ρV , σV ) is an open and dense subset of V0.

Lemma 10.4.12. If X ∈ K?G(ρV , σV ), we may choose an open neighborhood U
of X in K?G(ρV , σV ) such that if {Xt | t ∈ [0, 1]} is any continuous path in U with
X0 = X, there is an open neighborhood W of (0, 0) in ρV ×R and a G-equivariant
isotopy {Kt : W → ρV × R | t ∈ [0, 1]} of (continuous) embeddings satisfying

(a) K0 is the inclusion of W in ρV × R.
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(b) Kt(W ∩ I(X)) = I(Xt) ∩Kt(W ), all t ∈ [0, 1].

For τ ∈ O(ρV ,G), τ 6= (G), define R?
τ = Rk ∩Σ?

τ and r?τ = dim(R?
τ ).

Lemma 10.4.13. Let τ ∈ O(ρV ,G), τ 6= (G). Then

k − eτ + nτ (σ) ≤ r?τ ≤ min{k, k +Nτ + iτ − 1}.

Corollary 10.4.14. Let X ∈ K?G(ρV , σV ). If k − eτ + nτ (σ) = k, then the
germ at zero of I(X)) will always contain points of isotropy type τ . If k+Nτ+iτ <
k, the germ at zero of I(X)) contains no points of isotropy type τ .

Let d = dk and Π0 : P
(d)
G (ρV , σV ) → Rk denote the restriction of Π :

PG(ρV , σV )→ PG(ρV , σV )/MPG(ρV , σV ) to P
(d)
G (ρV , σV ). We define

R?
w(d) = {P ∈ P (d)

G (ρV , σV ) | Π0(P ) ∈ A?k−1}

Proposition 10.4.15 (Finite determinacy). Let X ∈ V0.Then X ∈ K?G(ρV , σV )
if and only if

(1) γ(X)(0) t A?k−1 (a condition on j1
2X(0)).

(2) Jd(X) ∈ R?
w(d) (a condition on jd1X(0)).

10.5. Stability and determinacy

In this section we generalize the stability and determinacy theorems of chap-
ter 7 to non-finite compact groups and branches of relative equilibria.

Throughout this section (V,G) will denote a representation of the compact
Lie group G which is either absolutely irreducible or irreducible of C-normal type.

Let TV = V × V denote the tangent bundle of V . Define the bundle of
tangent vectors to G-orbits by

TGV = {(x,X) ∈ TV | X ∈ TxGx}.
Although TGV is a G-invariant subset of TV , it is neither closed nor a smooth
subbundle of TV except in the case when G0 acts trivially on V . We may write
TGV as the disjoint union over O(V,G) of the sets TGVτ = TGV ∩ (Vτ × V ).

Exercise 10.5.1. Take the standard irreducible representation (C, SO(2)).
What are (a) TSO(2)C, (b) TSO(2)C?

Lemma 10.5.2. For all τ ∈ O(V,G), TGVτ is a semialgebraic subset of TV .
In particular, TGV is a semialgebraic subset of TV .

Proof. Let τ ∈ O(V,Γ). Pick a minimal set of homogeneous generators for
P (V )G and let P : V → R` denote the corresponding orbit map. If we let Pτ =
P |Vτ , then Pτ maps Vτ submersively onto Vτ/G ⊂ R`, Vτ/G is a semialgebraic
smooth submanifold of R` and the fibers of the map Pτ are G-orbits. We have
TPτ : TVτ → T (Vτ/G) ⊂ TR`. Since the fibers of Pτ are G-orbits, TPτ (x,X) =
(P (x), 0) if and only if X ∈ TxGx. We have TGVτ = (TPτ )

−1(T0(Vτ/G)), where
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T0(Vτ/G) is the zero-section of T (Vτ/G). Since T0(Vτ/G) ⊂ TR` is semialgebraic
and TPτ is a polynomial map, TGVτ is a semialgebraic subset of TV . �

For τ ∈ O(V,G), define

Z0(τ) = {(x,X) ∈ V × V | x ∈ Vτ , X ∈ TxN(Gx)x},
Z0 = closure(

⋃

τ∈O

Z0(τ)).

Lemma 10.5.3. For every τ ∈ O(V,G), Z0(τ) is a semialgebraic G-invariant
submanifold of V × V . In particular, Z0 is semialgebraic.

Proof. Obviously, Z0(τ) is G-invariant and it is easy to show that Z0(τ) is
a smooth submanifold of V × V . Since Z0(τ) = TGVτ ∩ (TV )τ , it follows from
lemma 10.5.2 that Z0(τ) is semialgebraic. �

We need the following extension of lemma 8.4.2.

Lemma 10.5.4. Let τ ∈ O(V,G). There exists a continuous map Ξ : Z0(τ)→
C∞G (V, V ) satisfying

(1) For all (x,X) ∈ Z0(τ), Ξ(x,X) is everywhere tangent to G-orbits.
(2) Ξ(x,X)(x) = X, for all (x,X) ∈ Z0(τ).
(3) Ξ(x, 0) ≡ 0, all (x, 0) ∈ Z0(τ).
(4) The map J : Z0(τ)→ L(V, V ) defined by

J (x,X) = DΞ(x,X)(x)

is smooth and semialgebraic1.

Before we prove lemma 10.5.4 we need some preliminaries. Let (V,G) be
an orthogonal representation. Given x ∈ Vτ , let L(x) = x + (TxGx)⊥ ⊂ TxV .
For r > 0, let Sx(r) = {v ∈ L(x) | ‖v − x‖ < r}. For sufficiently small r > 0
(depending on Gx), Sx(r) is a differentiable slice for the action of G on V at
x. Using an equivariant partition of unity, we may construct a smooth strictly
positive function η ∈ C∞(Vτ )

G such that Sx(η(x)) is a slice for all x ∈ Vτ (η(x)→
0 as x→ ∂Vτ ).

Quotienting out by the kernel of the representation G → O(V ), it is no loss
of generality to assume that G ⊂ O(V ). Fix H ∈ τ and define

Z0(H) = {(x,X) ∈ Z0(τ) | Gx = H} = Z0(τ)H .

Let oV denote the lie algebra of O(V ) and identify oV with the subspace of L(V, V )
consisting of skew-symmetric maps. Let c ⊂ oV ⊂ L(V, V ) denote the Lie algebra
of CG(H). Choose c1, . . . , cp ∈ c which project to a vector space basis of c/(h∩ c)
– the Lie algebra of CG(H)/(H ∩ CG(H)). We have

d

dt
(exp(tci)(x))|t=0 = ci(x), 1 ≤ i ≤ p,

1That is, the graph is semialgebraic.
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and so {c1(x), . . . , cp(x)} defines a vector space basis of TxN(H)x for all x ∈
V H
τ . Consequently, for every (x,X) ∈ Z0(H), there exists a unique φ(x,X) =

(φ1(x,X), . . . , φp(x,X)) ∈ Rp such that

X =

p
∑

i=1

φi(x,X)ci(x).

Lemma 10.5.5. The map φ : Z0(H)→ Rp is smooth and semialgebraic.

Proof. Since

graph(φ) = {((x,X), a) ∈ Z0(H)× Rp |
p
∑

i=1

aici(x) = X},

is semialgebraic, by definition φ is semialgebraic. The proof that φ is smooth is
routine. �

Proof of lemma 10.5.4. Fix H ∈ τ and choose c1, . . . , cp ∈ c as described
above. Set s = dim(V )− gτ and note that dim(L(x)) = s, all x ∈ V H

τ . The map
V H
τ → Grs(V ), x 7→ L(x)− x, is smooth and so

Π = {((x,X), y) | (x,X) ∈ Z0(H), y ∈ L(x)}
is a smooth submanifold of Z0(H)× V . Define Ω : Π→ V by

Ω((x,X), y) =

p
∑

i=1

φi(x,X)ci(y)

The map Ω is smooth by lemma 10.5.5. By definition of φ, we have Ω((x,X), x) =
X, for all (x,X) ∈ Z0(H). For (x,X) ∈ Z0(H), define the smooth map Ωx,X :
L(x) → V by Ωx,X(y) = Ω((x,X), y), y ∈ L(x). Since h exp(c)h−1 = exp(c), for
all h ∈ H, c ∈ c, Ωx,X is H-equivariant. Obviously, for all y ∈ L(x), (x,X) ∈
Z0(H), we have

Ωx,X(y) ∈ TyGy
Choose a smooth function ψ : R→ [0, 1] satisfying: (1) ψ(t) = 1, |t| ≤ 1, and

(2) ψ(t) = 0, |t| ≥ 3/2. Let η ∈ C∞(Vτ )
G be as defined above.

For every (x,X) ∈ Z0(H), define Ω̂x,X : L(x)→ V by

Ω̂x,X(y) = ψ( |y−x|
2

)Ωx,X(y), y ∈ Sx(η(x))

= 0, if y ∈ L(x) \ Sx(η(x))

Extend Ω̂x,X by G-equivariance to a smooth G-equivariant vector field Ξ(x,X)
on V . Note that Ξ(x,X) is everywhere tangent to G-orbits and is identically zero
outside of a neighborhood of Gx in V . Restricted to Gx, Ξ(x,X) is equal to the
G-equivariant extension of X to Gx.

Our constructions define a continuous map Ξ : Z0(H)→ C∞G (V, V ). The map
Ξ clearly extends to all of Z0(τ) to give a map satisfying (1,2,3) of lemma 10.5.4.
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It remains to show that the derivative map J satisfies (4). For this it suffices
to compute the derivative of Ξ(x,X) restricted to L(x) and to TxGx and verify
that both maps are semialgebraic. Computing, we find that for all (x,X) ∈
Z0(H), we have

DΞ(x,X)(x)|L(x) =

p
∑

i=1

φi(x,X)ci

DΞ(x,X)(x)(cj(x)) = cj(X), 1 ≤ j ≤ p.

Hence J is semialgebraic. �
For τ ∈ O(V,G), let Lτ (V, V ) denote the subset of L(V, V ) consisting of maps

that have at least gτ + 1 eigenvalues on the imaginary axis (counting multiplici-
ties). We define the subset Z1(τ) of J1(V, V ) = V × V × L(V, V ) by

Z1(τ) = {((x,X), A) ∈ Z0(τ)× L(V, V ) | A− J (x,X) ∈ Lτ (V, V )}
Lemma 10.5.6. (1) Let x ∈ Vτ , A ∈ L(V, V ). Then ((x, 0), A) ∈ Z1(τ) if

and only if A ∈ Lτ (V, V ).
(2) Suppose X ∈ C∞G (TV ) has relative equilibrium α of isotropy type τ .

Then α is generic if and only if ((x,X(x)), DX(x)) /∈ Z1(τ), x ∈ α.

Proof. (1) is trivial since J (x, 0) = 0. (2) follows from lemma 8.4.4 and the
definition of genericity. �

Remark 10.5.7. In general the set Z1(τ) depends on J . However, this does
not affect our intended applications to generic relative equilibria on account of
(2) of lemma 10.5.6. Alternatively, we may give an invariant definition of the
equivariant singular 1-jets by defining

Z̃1(τ) = {(x,X), A) ∈ Z1(τ) | A ∈ LGx(V, V )}.
If we take the G-action on Z1(τ) defined by g((x,X), A) = ((gx, gX), gAg−1),
then Z̃1(τ) = Z1(τ)τ and Z̃1(τ)H = Z1(τ)H . Lemma 10.5.6 continues to hold
with Z1(τ) replaced by Z̃1(τ).

Lemma 10.5.8. For all τ ∈ O(V,G), Z1(τ) is a G-invariant semialgebraic
subset of J1(V, V ). (G acts on J1(V, V ) as ((x,X), A) 7→ (gx, gX), gAg−1).)

Proof. Using the method of [1, §30], Lτ (V, V ) is a closed semialgebraic
subset of L(V, V ). Since A ∈ Lτ (V, V ) if and only if gAg−1 ∈ Lτ (V, V ), Lτ (V, V )
a G-invariant subset of L(V, V ). Now apply lemma 10.5.4(4). �

If we define

Z1 = closure

(

⋃

τ∈O

Z1(τ)

)

,

then, by lemma 10.5.8, Z1 is a closedG-invariant semialgebraic subset of J1(V, V ).

Lemma 10.5.9. Let f ∈ C∞G (V, V ) and suppose that α ⊂ V is a relative
equilibrium of f . Then α is generic if and only if j1f(α) ∩ Z1 = ∅.
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Proof. Let α ⊂ Vτ and suppose that j1f(α)∩Z1 = ∅. Necessarily, j1f(α)∩
Z1(τ) = ∅ and so by lemma 10.5.6(2) α is generic. Conversely, if α ⊂ Vτ is generic,
then j1f(α)∩Z1(τ) = ∅. If j1f(α)∩Z1 6= ∅, then byG-invariance j1f(α) ⊂ Z1 and
there exists µ < τ such that j1f(α) ⊂ Z1(µ). Since µ < τ , gµ ≥ gτ . Choosing
a sequence in Z1(µ) converging to j1f(α), we see that vspec(α, f) ≥ gτ + 1,
contradicting the genericity of α. Hence j1f(α) ∩ Z1 = ∅. �

In order to prove stability and determinacy theorems for families we follow
the strategy of chapter 7. We briefly review the setup for equivariant jet transver-
sality.

Fix minimal homogeneous sets of generators P = {p1, . . . , p`} for P (V )G and
F = {F1, . . . , Fk} for PG(V, V ).

Recall that for s ≥ 1, there is a natural projection map π1 : J1(V ×Rs, V )→
J1(V, V ) defined by restriction (if A ∈ L(V × Rs, V ), then π1(A) ∈ L(V, V )
is the map defined by π1(A)(v) = A(v, 0)). Given f ∈ C∞G (V × Rs, V ), let
j1

1f : V × Rs → J1(V, V ) be defined by

j1
1f(x,λ) = j1fλ(x), (x,λ) ∈ V × Rs.

For all f ∈ C∞G (V × Rs, V ), we have

π1 ◦ j1f = j1
1f.

We may factorize j1
1f : V × Rs → J1(V, V ) as j1

1f = Ũ1 ◦ (Ĩ , H̃1), where

Ĩ : V × Rs → V, (x,λ) 7→ x,

H̃1 : V × Rs → P1(R`,Rk),
Ũ1 : V ×P1(R`,Rk) → J1(V, V ).

The definitions of of H̃1 and Ũ1 are given in section 7.3. Let Q be a closed
semialgebraic subset of J1(V, V ) and A be a closed subset of V ×Rs. Recall that
if f ∈ C∞G (V × Rs, V ), then j1

1f tG Q if (I, H̃1) is transverse to the canonical

stratification of Ũ−1
1 (Q) along A.

We define

K1,?
G (V ) = {f ∈ K?G(V ) | j1

1f tG Z1 at (0, 0) ∈ V × R}
= {f ∈ V0(V,G) | j0f tG Σ?, j1

1f tG Z1 at (0, 0) ∈ V × R}.

Lemma 10.5.10. (1) K1,?
G (V ) is an open and dense subset of V0(V,G).

(2) If f ∈ K1,?
G (V ), then f satisfies the branching conditions (B1?, B2?).

Proof. Similar to that of lemma 7.4.1. �

Theorem 10.5.11. We have K1,?
G (V ) ⊂ S?(V,G) (stable families). In partic-

ular, S?(V,G) is an open and dense subset of V0(V,G).

Proof. Similar to that of theorem 7.4.2. �
Let DV denote the sum of the maximum degrees of polynomials in F and P.



10.5. STABILITY AND DETERMINACY 353

Theorem 10.5.12. Equivariant bifurcation problems on (V,G) are d-determined,
where d ≤ DV .

Proof. Similar to that of theorem 7.4.3. �

Example 10.5.13. Let (V,G) be irreducible of C-normal type. Denote the
maximal isotropy types for the action of G on V by τ1, . . . , τq. Choose Hj ∈ τj
and define mj = dim(V Hj), 1 ≤ j ≤ q. If X ∈ K1,?

G (V ), then B?(X) contains
at least

∑q
j=1 mj branches of (G-orbits) limit cycles. This is just the proof of

theorem 10.3.7 together with the fact that χ(Pmj−1(C)) = mj. The branches of
G-orbits will be normally hyperbolic. In particular, if G0 = S1, each branch will
be a branch of hyperbolic limit cycles.

10.5.1. Bifurcation from relative equilibria. Using the tangent and nor-
mal form for vector fields in a neighbourhood of a relative equilibrium, our gener-
icity results apply straightforwardly to bifurcation from relative equilibria. We
indicate the general approach, one or two of the main results and refer the reader
to Krupa’s paper [105] for more details, examples and applications.

Reduction. Let M be a smooth G-manifold and let Xλ, λ ∈ R, be a smooth
family of G-equivariant vector fields on M . We assume that there is a smooth
curve αλ of relative equilibria for Xλ (the relative equilibria will be of constant
isotropy type). We further assume that αλ is generic for λ 6= 0 and that α0 is
not generic. Equivariantly isotoping the family Xλ, we may require that αλ is a
fixed G-orbit α, for all λ ∈ R, and that α is generic for Xλ if and only if λ = 0.
Working on a tubular neighbourhood of α, applying a centre manifold reduction
and making the usual genericity and normalization assumptions, we reduce to a
smooth family Xλ of vector fields defined on the twisted product G×H V , where

(a) α ∼= G/H.
(b) (V,H) is either absolutely irreducible or complex irreducible.
(c) If we write Xλ in tangent and normal form as Xλ = XT

λ + XN
λ , then

XN ∈ V0(V,H).

Steady state bifurcation. In the steady state case, we have XN
λ (x) = λx +

F (x, λ) on V , where F (x, λ) = O(‖x‖2). We can apply generic bifurcation theory
for the representation (V,H). By theorem 10.5.11, there will be an open dense
subset of V0(V,H) consisting of stable families and bifurcation problems on (V,H)
will be finitely determined.

Examples 10.5.14. (1) Let G = D4× SO(2) and H = D4× 〈eıπ〉 ⊂ G. Take
the representation of H on V = C obtained by mapping H into O(2) as 〈D4, e

ıπ〉
and set M = G ×H V . Necessarily, α = G/H ⊂ M is a relative equilibrium of
every X ∈ C∞G (TM). Suppose we are given a family Xλ ∈ C∞G (TM) and that (c)
is satisfied. For generic families XN ∈ V0(V,H), the signed indexed branching
pattern Σ?(XN) will consist of two branches of hyperbolic equilibria with isotropy
types (κ) and (ρκ), where κz = z̄ and ρ(z) = ız. We may translate these results
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back to the original family Xλ. Generically, α will be a periodic orbit for Xλ.
Denote the period of α for Xλ by pλ and assume p0 6= 0 (this is equivalent to
XT

0 |α 6= 0). Each non-trivial equilibrium of XN will generate a (hyperbolic)
periodic orbit of Xλ of period approximately 2pλ. The factor 2 appears because
points v ∈ V are identified with −v ∈ V when we form the twisted product.
In particular, the SO(2)-action on M is free off α = G ×H (V \ {0}). For this
example, bifurcation gives rise to period doubling. If instead we had chosen
H = D4 × {eSO(2)}, there would have been no period doubling. In either case,
the only condition we impose on the family XT is that XT

0 is non-zero on α.
(2) Let G = O(2) and H = 〈κ〉 ∼= Z2. Take the representation of H on R defined
by κ(x) = −x and define M = G ×H R. In this case, α = G ×H {0} is an
equilibrium G-orbit for every X ∈ C∞(TM). Suppose Xλ ∈ C∞G (TM) satisfies
(c). We have XT

λ |α ≡ 0. For generic families XN ∈ V0(R, H), the signed indexed
branching pattern Σ?(XN) will a branch of hyperbolic equilibria with isotropy
type (e). The corresponding branches of Xλ will consist of a pair of (contra-
rotating) hyperbolic periodic orbits. Perturbing XT , we can assume that (for λ
sufficiently small) none of these periodic orbits are equilibrium orbits. As λ→ 0,
the period of the orbits →∞.

Hopf bifurcation. In the Hopf case, (V,H) will be a complex irreducible rep-
resentation. In the standard way, we do a normal form analysis and start by
assuming that the family XN

λ is H×S1-equivariant and (V,H×S1) is irreducible
of complex type. We illustrate the method with two examples.

Examples 10.5.15. (1) Let G = D4 × SO(2) and H = D4 ⊂ G. Take
the standard complex representation of H on V = C2 (see example 5.6.5). Set
M = G ×H V . Necessarily, α = G/H ⊂ M is a relative equilibrium of every
X ∈ C∞G (TM). Suppose we are given a family Xλ ∈ C∞G (TM) and that (c) is
satisfied. We start by assumingXN is in normal form, that isXN ∈ V0(V,H×S1).
For generic families, there will be branches of hyperbolic limit cycles of isotropy
type (Z4), (〈κ〉), (〈ρκ〉) (see the table for example 5.6.16). There may also exist
(stably) submaximal branches of limit cycles and branches of normally hyperbolic
2-tori supporting quasi-periodic flow (see example 5.6.27).

When we add back in the tangential vector field, the branches of limit cycles
become normally hyperbolic branches of invariant 2-tori which are orbits of the
T2-action defined by the product of SO(2) with the normal form symmetries S1.
When we break normal form symmetries, these normally hyperbolic branches
persist as SO(2)-invariant branches. These branches will be branches of relative
periodic orbits for the D4 × SO(2)-equivariant family. The SO(2)-invariance im-
plies that the 2-tori are foliated either by limit cycles or are quasi-periodic for the
flow (no phase-locking occurs). With a little more work, it is not hard to show
that XT can be chosen so that for almost all λ in some neighbourhood of 0, we
have quasi-periodic flow.



10.5. STABILITY AND DETERMINACY 355

On the other hand, the branches of normally hyperbolic 2-tori for XN will be-
come normally hyperbolic branches of invariant 3-tori for the original flow. When
we break normal form symmetry, then the determination of possible dynamics
on the invariant 3-tori (or the 2-tori for XN) is much more delicate.
(2) (Krupa [105, Example 5.3]) Regard O(2) = 〈SO(2), κ〉 and suppose 〈κ〉 = Z2

acts on R2 as multiplication by ±1. Let M = O(2) ×Z2 R2. The zero section of
M will be diffeomorphic to S1 and will be an equilibrium O(2)-orbit for every
X ∈ C∞O(2)(TM). Suppose we are given a family Xλ ∈ C∞O(2)(TM), such that

DXN
0 (0) has non-zero imaginary eigenvalues and (c) is satisfied. By the Hopf

bifurcation theorem, we obtain for generic XN a branch βλ of hyperbolic limit
cycles. Denote the flow of XN

λ on R2 by Φλ
t . If βλ has period Tλ then, on account

of the Z2-equivariance, we have the relation Φλ(x, t + Tλ/2) = κΦλ(x, t), for all
x ∈ βλ. Add back in the tangential field and let Ψλ

t denote the corresponding flow.
By lemma 8.4.6, we may write Ψλ(x, t) = γ(x, t)Φλ(x, t), where γ(x, t) ∈ SO(2),
t ∈ R. Given x ∈ βλ, we have

Ψλ(x, Tλ) = Ψλ
Tλ/2

(Ψλ(x, Tλ/2)),

= Ψλ
Tλ/2

(γ(x, Tλ/2)κx)),

= (γ(x, Tλ/2)κ)Ψλ
Tλ/2

(x),

= (γ(x, Tλ/2)κ)2x,

= x,

since (gκ)2 = e, for all g ∈ SO(2). Hence the trajectory of Xλ through any
x ∈ βλ has period Tλ. This is a simple example of a relative periodic orbit for
which the corresponding Cartan subgroup of 0(2) is zero dimensional (that is
s = 0 in lemma 8.4.12).

Additional results on drift dynamics. We review some genericity theorems
proved by Krupa.

Steady state bifurcation. Assume (V,H) is absolutely irreducible. Suppose
that Xλ = XN

λ +XT
λ and that XN ∈ S?(V,H). Let C∞H (V,H)T denote the space

of tangential vector fields (restricted to V ). EachXT ∈ C∞H (V,H)T will determine
a flow along group orbits which satisfies the conditions of lemma 8.4.6. Suppose
that β is a relative equilibrium for Xλ = XT

λ + XN
λ . Then, by proposition 8.4.1,

there is a foliation of β by tori with quasi-periodic flow. Let d(β) denote the
dimension of one of these tori and recall that d(β) ≤ rk(N(J)/J) where (J) is
the isotropy type of β. Krupa [105, Theorems 4.1, Proposition 4.10] proves that
there exists a residual subset B = B(XN) of C∞H (V,H)T such that if XT ∈ B,
then for each branch βλ of non-trivial relative periodic orbits of X = XT +XN

(1) d(βλ) = rk(N(J)/J) except for at most countably many values of λ.
(2) d(βλ) ≥ rk(N(J)/J)− 1.
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(If rk(N(J)/J) = 1, then generically we have d(βλ) = 1 – this is i either propo-
sition 7.6.15 (G/H is zero-dimensional) or the obvious argument on XT (if H is
finite and N(H)/H is zero-dimensional.)

Hopf bifurcation. The results are similar to those for relative equilibria except
that the dimensions of maximal tori are now framed in terms of Cartan subgroups.
We refer to [105, Theorem 5.2] for a precise statement.

Finally, we remark that we can also approach these problems using the skew
product formulation described in remarks 8.4.7(3). See also [112] for more recent
developments as well as background and references.

10.6. Stability and determinacy for maps

It is straightforward to extend our genericity results from vector fields to
smooth equivariant diffeomorphisms and maps. We indicate the basic ideas
and results in this section. For the most part we omit proofs as they are
very similar to those we gave earlier for vector fields (more details and proofs
may be found in [62]). Of special interest are applications to equivariant bi-
furcation from relative equilibria and relative periodic orbits. This topic has
been intensively studied by Lamb, Melbourne, Wulff and others (see for exam-
ple [111, 115, 113, 183, 112]). Their theory applies to quite general bifurcations
of equivariant and reversible equivariant vector fields and allows for proper non-
compact group actions and the detailed study of drift along group orbits. In the
final section of the chapter we give a partial introduction to some aspects of this
theory and indicate applications of our genericity theorems for maps.

Let (V,G) be a real representation. We shall assume that (V,G) is irreducible
of real, complex or quaternionic type. If (V,G) is irreducible of complex type,
we assume that V is given a complex structure J with respect to which (V,G)
is irreducible as a complex representation (J is unique up to multiplication by
±1). We will not give any details for the quaternionic case as, in our applications,
we typically enlarge the group G and thereby obtain a representation which is
irreducible of complex type.

Let F = {F1, . . . , Fk} be a minimal set of homogeneous generators for the
P (V )G-module PG(V, V ). As usual, we set deg(Fi) = di and label the Fj so that
1 ≤ d1 ≤ . . . ≤ dk. Obviously the set of generators F is linearly independent
(over R). Let VF denote the R-vector subspace of PG(V, V ) with basis F .

Lemma 10.6.1. Suppose that (V,G) is a irreducible of complex type. We may
choose F so that VF has the structure of a complex vector subspace of PG(V, V ).

Proof. Choose a minimal set H of homogeneous polynomial generators for
PG(V, V ) regarded as a module over the complex valued G-invariants. Then
H∪ ıH is a minimal set of homogeneous polynomial generators for PG(V, V ) over
P (V )G (use the complex version of lemma 6.6.4). �
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Remark 10.6.2. When (V,G) is a irreducible of complex type, we always
choose F1 = IV and F2 = J (J a choice of complex structure for V ).

10.6.1. Branches of relative fixed points. Let f ∈ C∞G (V×R, V ). Clearly
x = 0 is a fixed point of f(x, λ) = x. We refer to x = 0 as the trivial branch of
fixed points of f .

Lemma 10.6.3. Let (V,G) be absolutely irreducible or irreducible of complex
type. Suppose that f ∈ C∞G (V × R, V ), λ0 ∈ R and Dfλ0(0) has no eigenvalues
of unit modulus. We may choose a neighborhood U of (0, λ0) in V ×R, such that
if (x, λ) ∈ U and fλ(x) ∈ Gx then x = 0.

Proof. If Dfλ0(0) has no eigenvalues of unit modulus, then 0 is a hyperbolic
fixed point of fλ for λ close to λ0. It follows that for x sufficiently close to 0 ∈ V ,
either fn(x) → 0 or ‖fnλ (x)‖ → ∞, as n → +∞. Either circumstance excludes
fλ(x) ∈ Gx as then ‖fλ(x)‖ = ‖x‖. �

Lemma 10.6.3 implies that bifurcations of the trivial branch of fixed points
only occur when Dfλ(0) has an eigenvalue on the unit circle. Our interest will be
in finding branches of relative fixed points rather than just fixed points. Later,
we describe techniques that also identify branches of relative periodic points.

As usual we restrict attention to families f that have a non-degenerate change
of stability of the trivial branch of fixed points at λ = 0. That is, if we write
Dfλ(0) = σf (λ)IV , where σf : R→ C, then

(10.4) |σf (0)| = 1, |σ′f (0)| 6= 0

If (V,G) is irreducible of complex type, we reparameterize the bifurcation variable
λ, and restrict attention to the space

M(V,G) = {f ∈ C∞G (V × R, V ) | σf (λ) = exp(ıωf (λ))(1 + λ)},
where ωf : R→ R is a smooth map. If (V,G) is absolutely irreducible, we replace
the term exp(ıω(λ))(1+λ) by ±(1+λ). (These conditions force loss of stability of
the trivial branch at λ = 0.) Note thatM(V,G) allows for any choice of smooth
map ωf , or choice of sign when (V,G) is absolutely irreducible.

We refer to elements of the spaces M(V,G) as normalized families. If θ ∈
[0, 2π), we define Mθ(V,G) = {f ∈ M(V,G) | ω(0) = θ}. If (V,G) is abso-
lutely irreducible, we letM+(V,G),M−(V,G) denote the subspaces ofM(V,G)
corresponding to σf (0) = 1, σf (0) = −1 respectively.

For f ∈M(V,G), let F(f) denote the set of relative fixed points of f :

F(f) = {(x, λ) | fλ(x) ∈ Gx}.
Clearly F(f) is a closed G-invariant subset of V × R.

Just as for vector fields, we may define symmetry breaking isotropy types.

Definition 10.6.4. Let τ ∈ O(V,G). If σ ∈ {+,−} and (V,G) is absolutely
irreducible, τ is σ-symmetry breaking (respectively, generically σ-symmetry break-
ing) if there exists a non-empty open1 (respectively, open and dense) subset U
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ofMσ(V,G) such that for all f ∈ U , the germ of F(f) at zero contains points of
isotropy type τ . If (V,G) is irreducible of complex type, τ is symmetry breaking
(respectively, generically symmetry breaking) if there is a non-empty open (re-
spectively, open and dense) subset U of M(V,G) such that for all f ∈ U , the
germ of F(f) at zero contains points of isotropy type τ .

We briefly describe the straightforward definition and properties of branches
of relative fixed points for maps. (All of this is very close to the definitions we
gave earlier for branches of relative equilibria.)

For τ ∈ O(V,G), choose H ∈ τ and set ∆τ = G/H.

Definition 10.6.5. Let f ∈M(V,G) and τ ∈ O(V,G). A branch of relative
fixed points of isotropy type τ for f consists of a C1 G-equivariant map

φ = (x, λ) : [0, δ]×∆τ → V × R

such that λ is independent of u ∈ ∆τ and

(1) φ(0, u) = (0, 0), all u ∈ ∆τ .
(2) For all s ∈ (0, δ], αs = x(s,∆τ ) is a relative fixed set of fλ(s) and αs is of

isotropy type τ .
(3) For every u ∈ ∆τ , the map φu : [0, δ] → V × R, s 7→ φ(s, u), is a

C1-embedding.

If, in addition, we can choose δ > 0 so that

(4) For all s ∈ (0, δ], fλ(s) is normally hyperbolic at αs,

we refer to φ as a branch of normally hyperbolic relative fixed sets for f at zero.

In the usual way, we define equivalence of branches.

Definition 10.6.6. Let f ∈ M(V,G). The branching pattern B(f) of f is
the set of all equivalence classes of non-trivial branches of relative fixed sets for
f . Each point in B(f) is labelled with the isotropy type of the associated branch.

Associated to every branch φ of relative fixed points of f , we may define the
direction of branching set D(φ) ⊂ S(V ). The set D(φ) will be a G-orbit. The
isotropy type of D(φ) is greater than or equal to that of the branch φ.

We may also refine the definition of branching pattern to take account of sta-
bilities and direction of branching. Every branch of normally hyperbolic relative
fixed sets is either a supercritical or subcritical branch. For maps all of whose
branches are normally hyperbolic, we may define the signed indexed branching
pattern B?(f). We may also define the class Sw(V,G) of weakly stable families,
the class S(V,G) of stable families and define the associated concepts of deter-
minacy. In the case when (V,G) is absolutely irreducible, we may refine our
definitions in the obvious way to allow for+/−-determinacy etc.
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10.6.2. The varieties Ξ,Ξ?. Let P = {p1, . . . , p`} be a minimal set of ho-
mogeneous generators for the R-algebra P (V )G and let P : V → R` denote the
corresponding orbit map.

Define ∇ : V × Rk → V by ∇(x, t) =
∑k

i=1 tiFi(x) and let

Ξ = {(x, t) ∈ V × Rk | ∇(x, t) = x},
Ξ? = {(x, t) ∈ V × Rk | P (x) = P (∇(x, t))}

Examples 10.6.7. (1) Suppose that G = Z2 acts non-trivially on V = R.
Then P (x) = x2 and ∇(x, t) = tx. We see that Ξ? is the zero variety of x2(t2−1)
while Ξ is the zero variety of x(t− 1). In particular, Ξ? ) Ξ.
(2) Let G = SO(2) act in the standard way on V = C. Then PSO(2)(C,C) is
generated by {I, ıI} and P (z) = |z|2. Hence Ξ is the union of z = 0 and t1 = 1
and Ξ? is the union of z = 0 and t21 + t22 = 1.

Lemma 10.6.8. (1) Ξ ⊂ Ξ?.
(2) Ξ and Ξ? are G-invariant algebraic subsets of V × Rk.
(3) If (x, t) ∈ Ξ?, then ∇(x, t) ∈ V Gx ∩Gx.

10.6.3. Geometric properties of Ξ,Ξ?.

Lemma 10.6.9. If τ ∈ O(V,G), then Ξτ ,Ξ
?
τ are semialgebraic smooth sub-

manifolds of V × Rk and

(1) dim(Ξτ ) = k + gτ − nτ .
(2) dim(Ξ?

τ ) = k + gτ .

Example 10.6.10. Take the standard representation of SO(2) on C. If τ =
(e), then gτ = nτ = 1, k = 2 and dim(Ξτ ) = 2, dim(Ξ?

τ ) = 3 which is consistent
with our explicit computations of Ξ, Ξ? given in the previous example.

Lemma 10.6.11. Let τ, µ ∈ O(V,G). Then

(1) Ξµ ∩ Ξτ , Ξ?
µ ∩ Ξ

?

τ = ∅ if τ > µ.

(2) dim(Ξµ ∩ Ξτ ) < k + gµ − nµ and dim(Ξ?
µ ∩ Ξ

?

τ ) < k + gµ, if τ < µ.

As usual we regard Rk as embedded in V ×Rk as {0}×Rk. We let Rk−1 and
Rk−2 be the subspaces of Rk defined by t1 = 0 and t1 = t2 = 0 respectively.

Suppose that (V,G) is absolutely irreducible. Let C+,C− ⊂ Rk denote the
affine hyperplanes defined by t1 = +1 and t1 = −1 respectively. Set C = C+∪C−.

If (V,G) is irreducible of complex type, let C ⊂ Rk denote the cylinder
t21 + t22 = 1. For θ ∈ [0, 2π), let Cθ = {(cos θ, sin θ)} × Rk−2 – so C = ∪θCθ.

Lemma 10.6.12. Let (V,G) be either absolutely irreducible or irreducible of
complex type. Then for all τ ∈ O?(V,G), ∂Ξ?

τ ∩ Rk ⊂ C.

Proof. We prove when (V,G) is irreducible of complex type. We may assume
that (V,G) is unitary. Let ‖ ‖ denote the G-invariant Euclidean norm associated
to the Hermitian structure on V . Set (h1, . . . , h`)(x, t) = P (∇(x, t)) − P (x).
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Since we may take F2 = ıIV , ∇(x, t) = (t1 + ıt2)IV (x) + O(‖x‖2). Since the
lowest degree invariant p1 may be taken to be the square of the Euclidean norm
on V we have

(10.5) h1(x, t) = (t21 + t22 − 1)‖x‖2 +O(‖x‖3), (x, t) ∈ V × Rk).
Suppose that (xn, tn) is a sequence of points of Ξ?τ converging to the point (0, t) ∈
V × Rk. Substituting in (10.5), dividing by ‖xn‖2, and letting n → ∞, we see
that t21 + t22 = 1. �

Example 10.6.13. Let G = D3 act in the standard way on C = R2. As
basis for PG(C,C) take {|z|2,Re(z3)}. The action of G on C has three isotropy
types: τ0 = (G), τ1 = (Z2) and τ2 = (e). It is easy to verify directly that

Ξ
?

τ1
meets R2 along the line t1 = 1. On the other hand Ξ

?

τ2
∩ R2 consists of

the line t1 = −1 together with the isolated point (1, 0). To see this, suppose
t2 6= 0, and define z(ρ) = ıρ exp(ıρ)R(ρ), where R(ρ) = sin(2ρ)/(ρt2 cos(3ρ)),

ρ ∈ (−π/6, π/6). By direct computation, we find that ∇(t1(ρ), t2, z(ρ)) = z(ρ)

if t1(ρ) = − cos(2ρ) + tan(3ρ) sin(2ρ), ρ ∈ (−π/6, π/6). Hence (−1, t2) ∈ Ξ
?

τ2
for

all t2 ∈ R. Note that z(ρ) defines a curve of points of period two for the map
fρ(z) = t1(ρ)z + t2z̄

2 and that z(ρ) is tangent at ρ = 0 to the line in C on which
z 7→ z̄ acts as minus the identity.

Given τ ∈ O, define Cτ = Rk ∩ Ξτ and C?
τ = Rk ∩ Ξ

?

τ . Here we emphasize
the sets C?

τ ; similar results hold for Cτ . Clearly C?
(G) = Rk. If τ 6= (G), it

follows from lemma 10.6.12 that C?
τ ⊂ C. If (V,G) is absolutely irreducible, we

define C+?
τ = C?

τ ∩ C+ and C−?τ = C?
τ ∩ C−. (Note that C−?τ may be empty –

example 10.6.13 – but C+?
τ always contains (1, 0, . . . , 0)). If (V,G) is irreducible

of complex type, then for each point θ of t21 + t22 = 1, we define Cθ?
τ = Cθ ∩ C?

τ .

Lemma 10.6.14. Let (V,G) be absolutely irreducible. Let H ∈ τ ∈ O.

(1) If dim(V H) = 1, then C+?
τ is the hyperplane t1 = 1.

(2) If there exist γ ∈ N(H) and u ∈ V H
τ such that the fixed point space of the

map −γ : V H → V H is the line Ru, then C−τ is the hyperplane t1 = −1.

Proof. (1) is well-known and follows from the equivariant branching lemma
(see examples 6.15.3(3)). For (2), observe that if γu = −u then γ2u = u. Since
u ∈ V H

τ and N(H)/H acts freely on V H
τ , γ2 = I on V H . If we let W de-

note the orthogonal complement of Ru in V H , then γ|W = I. Using the im-
plicit function theorem, it is now straightforward to construct a smooth solution
(x(s), t(s)) to ∇(x, t) = γx such that x(s) = (sq(s)u, sbŵ(s)) ∈ Ru ⊕W , and
t(0) = (−1, t2, . . . , tk), where (t2, . . . , tk) is a general point in Rk−1. We refer
to [62, section 4] for complete details. �

Remarks 10.6.15. (1) Lemma 10.6.14(2) is easy if H is maximal since we
then have V H = Ru and −I ∈ N(H)/H. In this case, the branch we obtain
lies in Ru. When H is not maximal, the branch given by lemma 10.6.14(2) will
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generally not lie in Ru – it will be tangent to Ru at the origin.
(2) Results similar to lemma 10.6.14(2) have been obtained previously by Van-
derbauwhede [174] and Peckham & Kevrekidis [141]. See also [80, Lecture 2].

Lemma 10.6.16. Let H ∈ τ ∈ O(V,G).

(1) Suppose (V,G) is absolutely irreducible and −I ∈ N(H)/H ⊂ O(V H),
then C−?τ = −C+?

τ . In particular, if −I ∈ G ⊂ O(V ), then C−?τ = −C+?
τ ,

for all τ ∈ O(V,G).
(2) Suppose (V,G) is irreducible of complex type. If exp(ıθ)I ∈ N(H)/H ⊂

O(V H), then exp(ıθ)C0?
τ = Cθ?

τ . In particular, if S1 ⊂ N(H)/H, then
S1 acts freely on C?

τ and exp(ıθ)Cφ?
τ = Cθ+φ?

τ , all θ, φ ∈ [0, 2π). If S1

(respectively Zp ⊂ S1) is a subgroup of G ⊂ O(V ), then C is S1-invariant
(respectively, Zp-invariant).

Proof. We prove (1); (2) is similar. If t̃ = (1, t2, . . . , tk) ∈ C+?
τ , then by

the curve selection lemma there exists a C1-curve φ = (s, t) : [0, δ] → V H × Rk
such that ∇(x(s), t(s)) = x(s), s ∈ [0, δ], and x(0) = 0, t(0) = t̃. Obviously,
∇(x(s),−t(s)) = −x(s). If −I ∈ N(H)/H, then −x(s) ∈ Gx(s) and so −t(0) ∈
C−1?
τ , �

Lemma 10.6.17. Suppose that φ is a branch of relative fixed points of isotropy
type τ for f ∈M(V,G). Then

Df0(0)(D(φ)) = D(φ).

Proof. The result follows easily from the definition of D(φ). �

Remark 10.6.18. Lemma 10.6.17 can impose strong restrictions on possible
branches of relative fixed points. For example, let φ be a branch of relative
fixed points of isotropy type τ . Fix H ∈ τ and let ∆H

τ = N(H)/H. If we define
φH : [0, δ]×∆H

τ → V H×R by φH = φ|[0, δ]×∆H
τ , then φH defines the intersection

of the original branch φ with V H × R. The group N(H)/H acts on V H and
restricts to a free action on V H

τ . Let u ∈ D(φ) ∩ S(V H). Then Df0(0)(u) ∈ Gu.
If (V,G) is absolutely irreducible, Df0(0) = ±IV . If Df0(0) = IV , there are no
restrictions. However, if Df0(0) = −IV , then Df0(0)(u) = −u ∈ Gu and this
can only occur if ∃γ ∈ N(H)/H such that γu = −u. Similar observations can be
made when (V,G) is irreducible of complex type.

10.6.4. Stratification of Ξ?. Let S? denote the canonical (minimal) semi-
algebraic stratification of Ξ?.

Theorem 10.6.19. Let τ ∈ O(V,G). The stratification S? induces a semial-
gebraic Whitney stratification S?τ of Ξ?

τ . In particular, S?τ is a union of S?-strata.

As a corollary of theorem 10.6.19 and the definition of C?
τ , we have

Proposition 10.6.20. For each τ ∈ O(V,G), C?
τ inherits a Whitney regular

stratification C?τ from S?.
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We denote the stratification C?(G) of Ξ?
(G) = Rk by B?. Let B?

i denote the union
of the i-dimensional strata of B?. We have

B?
k = Rk \

⋃

τ 6=(G)

C?
τ(10.6)

B?
i ⊂ C, i < k(10.7)

There is a close relationship between the stratification B? of Ξ?
(G) and the

stratification A? of Σ?
(G) constructed earlier in the chapter. The following propo-

sition details this relationship in the most interesting cases.

Proposition 10.6.21. Let H ∈ τ ∈ O?(V,G).

(1) If (V,G) is absolutely irreducible, then C+?
τ = R?

τ + 1. In particular,
k− dτ +nτ ≤ dim(C+?

τ ) ≤ k− 1. If −I ∈ N(H)/H, then C−?τ = R?
τ − 1.

(2) If (V,G) is irreducible of complex type and exp(ıθ) ∈ G, then Cθ?
τ =

exp(ıθ)R?
τ . In particular, if S1 ⊂ G then C?

τ = S1R?
τ .

Proof. We refer to [62, Proposition 4.4.11] for details which depend on
approximating maps by time-one maps of a vector field. (Note that (1,2) are
elementary if G is finite). �

10.6.5. Stability theorems. Suppose that f ∈M(V,G) and write f(x, t) =
∑k

i=1 fi(x, t)Fi(x), where fi are smooth invariants. Exactly as in chapter 6, we
may factorize f as f = ∇ ◦ Γf , where Γf : V × R→ V × Rk is the graph map

Γf (x, λ) = (x, (f1(x, λ), . . . , fk(x, λ))), (x, λ) ∈ V × R.
We define γ(f) ∈ C∞(R,Rk) by γ(f)(λ) = (f1(0, λ), f2(0, λ), . . . , fk(0, λ)). If
(V,G) is absolutely irreducible, we have f1(0, λ) = ±(1 + λ), where we take the
positive or negative sign according to whether f ∈ M+(V,G) or f ∈ M−(V,G).
If (V,G) is irreducible of complex type, we have

f1(0, λ) + ıf2(0, λ) = exp(ıω(λ))(1 + λ).

Lemma 10.6.22. Let f ∈ M(V,G). Then Γf t Ξ? at (x, λ) = (0, 0) if and
only if γ(f) t B? at λ = 0.

Define

LG(V ) = {f ∈M(V,G) | Γf t Ξ? at (0, 0)},
L±G(V ) = {f ∈ LG(V ) | f ∈M±(V,G)}, (V,G) absolutely irreducible,

LθG(V ) = {f ∈ LG(V ) | f ∈Mθ(V,G)}, (V,G) irreducible of complex type

Theorem 10.6.23. (1) LG(V ) is an open and dense subset of M(V,G).
(2) LG(V ) ⊂ S?w(V,G).
(3) Let f ∈ LG(V ). We may find an open neighborhood U of f in M(V,G)

such that if {gt | t ∈ [0, 1]} is any continuous path in U with g0 = f , there
is an open neighborhood W of (0, 0) in V ×R and an (equivariant) isotopy
{Kt : W → V × R | t ∈ [0, 1]} of (continuous) embeddings satisfying
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(a) K0 is the inclusion of W in V × R.
(b) Kt(W ∩ F(f)) = F(gt) ∩Kt(W ), all t ∈ [0, 1].

(4) Weakly stable mappings are weakly dw-determined where dw ≤ dk.

Theorem 10.6.24. Let f ∈ LG(V ). Then

(1) If codim(C?
τ ) ≥ 2, the germ of F(f) at zero contains no points of isotropy

type τ .
(2) If codim(C?

τ ) = 1 and γf (0) ∈ C?
τ , there is a branch of invariant group

orbits of isotropy type τ for f at zero.
(3) The map γ(f) : R → Rk is transverse to the canonical stratification of

C?
τ for all τ ∈ O?.

Similar results hold if we replace C?
τ by C±?τ . If (V,G) is irreducible of complex

type and Cθ?
τ 6= ∅ for only finitely many values of θ, then codim(C?

τ ) ≥ 2 and the
germ of F(f) at zero contains no points of isotropy type τ .

Remark 10.6.25. If (V,G) is absolutely irreducible then theorems 10.6.23,
10.6.24 have little to say about maps in M−(V,G) (or L−G(V )) unless −I ∈ G
(or, more generally, −I ∈ N(H)/H, H ∈ τ). Similarly, if (V,G) is irreducible of
complex type and G is finite or G 6⊃ S1, then the theorems give no information
at all as codim(C?

τ ) ≥ 2, τ 6= (G). Similar remarks apply to stable mappings (see
below). We resolve this difficulty in exactly the same way we handled the Hopf
bifurcation. We use the theory of normal forms in combination with a stability
theorem allows us to break normal form symmetry but not destroy branches that
we have found using normal form symmetry.

Theorem 10.6.26. (1) The space S(V,G) of stable mappings is an open
and dense subset of M(V,G).

(2) Stable mappings are d-determined where d ≤ dk + d`.

Proof. The proof is similar to that of theorems 7.4.2, 10.5.11. Details may
be found in [62, section 4.6]. �

10.6.6. Examples with G finite. In this section we look at a number of
examples for which G is finite and (V,G) is absolutely irreducible. None of these
examples depends on methods using normal forms.

As we did in chapter 4 we consider for n ≥ 2 the class Wn of representations
(Rn, G) where G is a subgroup of the hyperoctahedral groups Hk and

(IR) (Rk, G) is absolutely irreducible.
(C) P 2

G(Rk,Rk) = {0}.
Following chapter 4, let E denote the set of non-zero vectors ε ∈ Rn such

that εi ∈ {0,+1,−1}, 1 ≤ i ≤ n. If (Rn, G) ∈ Wn, let OS = {ι(ε) | ε ∈ E}.
By theorem 4.5.11, the isotropy type τ is symmetry breaking for 1-parameter
families of vector fields if and only if τ ∈ OS. Combining this result with propo-
sition 10.6.21(1) (or directly), we have a simple characterization of +-symmetry
breaking isotropy types for representations in the class Wn.
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Proposition 10.6.27. Let (Rn, G) ∈ Wn. Then τ ∈ O(V,G) is +-symmetry
breaking if and only if τ ∈ OS.

As a simple and direct consequence of the determinacy results of chapter 4,
we have a determinacy result for representations in the class Wn.

Lemma 10.6.28. There is an open dense semialgebraic subsetR of P 3
G(Rn,Rn)

such that

(1) if f ∈M+(Rn, G) and D3f0(0) ∈ R, then f is stable.
(2) µR = R, for all µ ∈ R, µ 6= 0.

Next we turn our attention to branches of relative fixed points which consist
of period two points.

Lemma 10.6.29. Let (Rn, G) ∈ Wn.

(1) Let H ∈ τ ∈ OS. Then τ is −-symmetry breaking if −I ∈ N(H)/H.
(2) If −I ∈ G, then τ ∈ O(Rn, G) is −-symmetry breaking if and only if

τ ∈ OS.

Proof. Lemma 10.6.16. �

Lemma 10.6.30. Let (Rn, G) ∈ Wn and suppose −I ∈ G. LetR ⊂ P 3
G(Rn,Rn)

be the subset given by lemma 10.6.28. If f ∈ M(V,G) and D3f0(0) ∈ R, then f
is stable.

Proof. It suffices to show that if f ∈ M−(Rn, G) and D3f0(0) ∈ R, then
f is stable. Suppose that F2, . . . , Fr are the cubic equivariants in F and set
Fr+1(x) = |x|2x. Then F2, . . . , Fr+1 define a basis for P 3

G(Rn,Rn). Suppose
f ∈M−(Rn, G). Then

1

3!
D3f0(0)(x) =

r+1
∑

i=2

aiFi(x),

where a2, . . . , ar+1 ∈ R. A simple computation verifies that

1

3!
D3f 2

0 (0)(x) =
r+1
∑

i=2

−2aiFi(x).

Hence, by lemma 10.6.28(2), D3f 2
0 (0) ∈ R if and only if D3f0(0) ∈ R. �

Example 10.6.31. Let (Rn, G) ∈ Wn and suppose −I ∈ G. If τ ∈ OS then,
by lemma 10.6.30, there exists a nonempty open subset ofM−(Rn, G) consisting
of stable families which have a hyperbolic branch of period two points of isotropy
type τ . For example, if G = ∆3oZ3 ⊂ H3, then generic families f ∈M−(R3, G)
will have branches of period two points of isotropy type G(1,0,0) and G(1,1,1). The
isotropy type G(1,1,0) will be symmetry breaking but not generically symmetry
breaking.
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We may extend our results to include the case where −I /∈ G, (Rn, G) ∈ Wn.
Let Z2 ⊂ O(n) be the subgroup generated by −I and set G̃ = G×Z2. (If −I ∈ G,
then (−I,−I) ∈ G̃ fixes every point of Rn.) Identifying G̃ with its image in O(n),
we have (Rn, G̃) ∈ Wn. Since (Rn, G) ∈ Wn, P 3

G(Rn,Rn) = P 3
G̃

(Rn,Rn) and so
the determinacy set R is the same for both representations.

Let ÕS be the set of +-symmetry breaking isotropy types for G̃. If H̃ ∈ τ ∈
ÕS, then (H̃∩G) ∈ OS. Since gH̃g−1∩G = g(H̃∩G)g−1, g ∈ G̃, this construction
defines a natural surjective map Π : ÕS → OS. If τ ∈ ÕS then either ∃H̃ ∈ τ
such that H̃ ⊂ G or for all H̃ ∈ τ , H̃ 6⊂ G. In the first case, H̃ ⊂ G for all H̃ ∈ τ
and we write τ ∈ OS. Otherwise, we write τ /∈ OS. If x has G̃-isotropy τ , then
Π(τ) is the G-isotropy of x.

Lemma 10.6.32. Let τ ∈ ÕS. Either τ ∈ OS or τ /∈ OS. If τ /∈ OS, H̃ ∈ τ
and we set H = H̃ ∩G, then there exists g ∈ G \H such that g2 ∈ H and

H̃ = 〈H,−g〉.
Proof. We leave this to the reader. �

Proposition 10.6.33. Let τ ∈ ÕS. We have the following possibilities.

(a) τ ∈ OS and then τ is −-symmetry breaking if and only if −I ∈ G.
(b) τ /∈ OS and then Π(τ) is −-symmetry breaking for (Rn, G) if and only if

τ is −-symmetry breaking for (Rn, G̃).

Proof. If −I ∈ G, only (a) occurs and the result is just lemma 10.6.29.
Henceforth we assume −I /∈ G. Suppose τ /∈ OS. Set Rn = V and write

V H = V H̃ ⊕ W , where W is the orthogonal complement of V H̃ in V H . By

lemma 10.6.32, there exists g ∈ H such that H̃ = 〈H,−g〉. Hence g|V H̃ = −I,
g|W = I. Suppose that f ∈M−(V, G̃), D3f0(0) ∈ R and f has a curve φ = (x, λ)
of G̃-invariant points of prime period two and isotropy group H̃. Denote the initial
direction x′(0) of the curve by u ∈ S(V ). Since f is 3-determined, the initial
direction u depends only on D3f0(0). Consequently, if we take any G-equivariant

perturbation f̂ of f by terms of order at least four, the resulting perturbed curve
φ̂ of period two points will have the same initial direction u. The V -component
of φ̂ will be contained in V H . By G-equivariance, gφ̂ must also be a branch
of points of period two. Since gφ̂ has, up to sign, the same initial direction u
as φ̂, it follows that gφ̂ = φ̂ (with reverse parameterization). But this implies

that the period-two points on φ̂ are related by symmetry. In more detail, if we
write φ̂(s) = (x(s), λ(s)), then x(s), y(s) = f̂λ(s)(x(s)) are the unique period

two points for f̂λ(s) on the branch. By equivariance, gx(s) is also a period 2
point on the branch. Hence gx(s) = y(s). There remains the case τ ∈ OS and

−I /∈ G. We now have V H = V H̃ and there does not exist g ∈ G \ H, x ∈ V H

such that gx = −x. Using this, it is now relatively straightforward to perturb
a family f ∈ M−(V, G̃) with stable branch φ in V H to a family f̂ ∈ M−(V,G)
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such that the perturbed curve φ̂ of hyperbolic period two points is asymmetric –
there exists no g ∈ G \H such that gφ̂ = φ̂ (we perturb f so that φ changes but
−φ is unchanged). Consequently, τ cannot be a −-symmetry breaking isotropy
type. �

Example 10.6.34. Let (R5, G) ∈ W5, where G = ∆′5 o Z5. Example 4.5.19
and proposition 10.6.27 imply that all isotropy types inO?(R5, G) are +-symmetry
breaking. By proposition 10.6.33 (or direct computation) the maximal isotropy
types ι(1, . . . , 1,±1) are not −-symmetry breaking. On the other hand, the triv-
ial isotropy type ι(1, 1, 1, 1, 0) is −-symmetry breaking. In this case, branches of
invariant orbits will be tangent to the G-orbit of the plane x5 = 0. All of the
remaining isotropy types satisfy the conditions of proposition 10.6.33 and so are
−-symmetry breaking.

Remark 10.6.35. Even though an isotropy type τ ∈ OS may not be −-
symmetry breaking it will be the case that there exist nonempty open subsets
of M−(Rn, G) consisting of families which have branches of hyperbolic period
2 points of isotropy τ . However, these points are not symmetry related. It
follows from our results that this happens whenever τ is +-symmetry breaking,
that is τ ∈ OS. Thus, in the the previous example, even though there are
no symmetric branches of period 2 points with isotropy type (Z5), there are
nonetheless generically always branches of period two points of isotropy type Z5.
The periodic points are just not on the same group orbit.

Exercise 10.6.36. Using the results of sections 4.10, 4.11, investigate the
bifurcation theory of maps f : Rn → Rn with Sn+1 and Sn+1×Z2 symmetry (see
also [5]).

10.6.7. Strong determinacy. In this section we shall give some more re-
fined definitions of stability and determinacy that allow for perturbations by
maps which are only equivariant to some finite order. Most of what we say here
is based on [62] and applies to families of (sufficiently) smooth equivariant maps.
Similar results hold for families of equivariant vector fields and we refer to [60]
for more details and proofs.

Suppose that (V,G) is a G-representation (real or complex). Let H be a
closed subgroup of G and H act on V × R and V by restriction of the action of
G.

Definition 10.6.37. Let ∆ be a smooth compact H-manifold and f ∈
C∞H (V ×R, V ), where Df0(0) has eigenvalues of modulus 1. Suppose 1 ≤ r ≤ ∞.
A branch of normally hyperbolic Cr-submanifolds of type ∆ for f consists of a
C1 H-equivariant map φ = (x, λ) : [0, δ] × ∆ → V × R satisfying the following
conditions:

(1) φ(0, x) = (0, 0), all x ∈ ∆.
(2) The map λ : [0, δ]×∆→ R depends only on s ∈ [0, δ].
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(3) For each s ∈ (0, δ], x(∆, s) = ∆s is a normally hyperbolicCr-submanifold
of V for fλ(s).

(4) φ|(0, δ] × ∆ is a Cr H-equivariant embedding and for all x ∈ ∆, φx :
[0, δ]→ V is a C1-embedding.

Remarks 10.6.38. (1) We emphasize that the submanifolds ∆s in Defini-
tion 10.6.37 are only required to be Cr: in general, ∆s will not be a group orbit.
(2) Branches as equivalent if they differ by a local Cr reparameterization.
(3) For possibly smaller δ > 0, φ is either sub- or supercritical.

Given f ∈ C∞(V × R, V ) and d ≥ 1, let f [d] = jdf(0, 0) ∈ P (d)(V × R, V ).
For d ≥ 1, define

M[d][G :H](V ) = {f ∈ C∞H (V × R, V ) | f [d] ∈M(V,G)}
We set M[d][G : {e}](V ) = M[d][G](V ). If f ∈ M[d][G : H](V ), then f [d] is a
normalized family in C∞G (V × R, V ).

Suppose that (V,G) is either absolutely irreducible or irreducible of complex
type. Let f ∈ S(V,G). Choose a G-invariant neighborhood U of the origin in
V × R such that

U ∩ F(f) =
⋃

i∈I

Ei

where each Ei is a (the image of) branch of normally hyperbolic relative fixed
points. Set E = {Ei | i ∈ I} – we refer to E as a local representation of F(f) at
zero. Let τ(E) denote the isotropy of E ∈ E .

Definition 10.6.39. Let f ∈ S(V,G) and E be a local representation of F(f)
at zero. Let H be a closed subgroup of G and d ∈ N. We say f is (d,H)-stable if
there exists an open neighborhood U of f in M[d][G :H](V ) such that for every
continuous path {ft | t ∈ [0, 1]} in U with f0 = f , there exists an H-invariant
compact neighborhood A of zero in V ×R and a continuous H-equivariant isotopy
K : A× [0, 1]→ V × R of embeddings such that

(1) K0 = IA.
(2) For every E ∈ E , t ∈ [0, 1], Kt(A∩E) is a branch of normally hyperbolic

submanifolds of type ∆τ(E) for ft.

Remarks 10.6.40. (1) If H = {e} in definition 10.6.39, we say f is strongly
d-stable.
(2) In (2) of Definition 10.6.39, we implicitly assume that the branch is Cr for
some r ≥ 1. The differentiability class does not play a major role in our results
and the strong determinacy theorem we discuss holds for r ≥ 1.

Definition 10.6.41. We say G-equivariant bifurcation problems on V are
(generically) strongly determined if there exist d ∈ N and an open dense semian-

alytic subset R(d) ⊂ P
(d)
G (V, V ) such that if f ∈ M(V,G) and jdf0(0) ∈ R(d)

then f is strongly d-stable.



368 10. APPLICATIONS OF G-TRANSVERSALITY TO BIFURCATION THEORY II

Remarks 10.6.42. (1) We say that G-equivariant bifurcation problems on
V are (generically) strongly d-determined if d is the smallest positive integer
for which we can find R(d) satisfying the conditions of definition 10.6.41. For
this value of d, we let N (d) denote the maximal semianalytic open subset of

P
(d)
G (V, V ) satisfying the conditions of definition 10.6.41. We say that f is strongly
d-determined if jdf0(0) ∈ N (d).
(2) LetH a closed subgroup ofG. We say thatG-equivariant bifurcation problems
on V are (generically) strongly H-determined if there exist d ∈ N and an open

and dense semianalytic subset R(d) ⊂ P
(d)
G (V, V )0 such that if f ∈M(V,G) and

jdf0(0) ∈ R(d) then f is (d,H)-stable. Modulo statements about H-equivariance
of isotopies (see definition 10.6.39), it is clear that strong determinacy implies
strong H-determinacy for all closed subgroups H of G.
(3) It is simplest to explain strong H-determinacy when G is a finite group.
Suppose that f ∈ S(V,G) is (d,H)-stable and that φ is a branch of relative fixed
points of f . If we perturb f to an H-equivariant family f ′ so that jd(f−f ′)(0, 0) ∈
P

(d)
G (V ×R, V ), then the branch φ will typically break into a finite set of branches

of H-orbits. Some of these branches may be branches of relative fixed points of
f ′. Other branches may be permuted by f ′ and correspond, for example, to
branches of hyperbolic points of prime period 2 (this would be expected if (V,G)
is absolutely irreducible).

Example 10.6.43. If (Rn, G) ∈ Wn, n ≥ 2, then G-equivariant bifurcation
problems on Rn are strongly 3-determined.

Theorem 10.6.44 ([62, Theorem 6.6.1]). Let (V,G) be either absolutely irre-
ducible or irreducible of complex type. Then G-equivariant bifurcation problems
on V are strongly determined. In particular, there exists d ∈ N and an open

and dense semianalytic subset N (d) of P
(d)
G (V, V ) such that if f ∈ M(V,G) and

jdf0(0) ∈ N (d) then

(1) f is strongly determined.
(2) If H is a closed subgroup of G then f is (d,H)-stable.

Proof. As the proof of theorem 10.6.44 is similar to that of the corre-
sponding result for vector fields which is given in [60], we shall only outline
the main ideas (see also [62, section 6.2]). We start by restricting to the set
Mω(V,G) ⊂ M(V,G) of real analytic families. Using methods based on resolu-
tion of singularities, it can be shown that we can find d,N ∈ N, and an open and

dense semialgebraic subset R1 of P
(d)
G (V, V ) such that if we define

M?
ω(V,G) = {f ∈Mω(V,G) | jdf0(0) ∈ R1}

then, for all p ∈ N, the p-jet at zero of solution branches of f ∈M?
ω(V,G) depends

analytically on jp+Nf(0, 0). (Full details of this construction are given in [60,
§10].) If G is finite (and therefore (V,G) may be assumed absolutely irreducible
by remark 10.6.25), we may use this parameterization theorem, in combination
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with methods based on Newton-Puiseux series, to obtain estimates on eigenvalues
of the linearization along branches of invariant group orbits. A routine application
of Tougeron’s implicit function theorem [170, Chapter 3, theorem 3.2] then yields
strong determinacy for smooth maps. If G is not finite, we have to work a little
harder. First of all we blow-up along orbit strata using results of Schwarz on
the coherence of the orbit stratification (see [156] and [60, §9]). In this way, we
desingularize the branch. Next we use the tangential and normal form for the
family and apply the same arguments used for the G-finite case to the normal
component to obtain eigenvalue estimates along the branch. �

Remarks 10.6.45. (1) We emphasize that if (V,G) is irreducible of com-
plex type and G is finite or, more generally, if the centre of G does not contain
S1, then there may be no nontrivial branches of relative fixed points for generic
f ∈ M(V,G). Unlike what happens in the Hopf bifurcation for vector fields,
arithmetic properties of the spectrum of the derivative Df0(0) play a crucial role
in the analysis of bifurcations of elements of f ∈ M(V,G) when (V,G) is irre-
ducible of complex type. Practically, we start by assuming f is in normal form
– which will depend on Df0(0) – and then apply theorem 10.6.44. We illustrate
with some simple examples in the next section.
(2) The strong determinacy theorem continues to hold provided that families are
sufficiently differentiable. The same proof works except that a Cr (and easy to
prove) version of Tougeron’s implicit function theorem is used when making the
transition from real analytic to Cr-maps. This remark has a number of impor-
tant consequences: (a) We do not have to develop a Cr-version of equivariant
transversality in order to prove genericity theorems theorems in equivariant bi-
furcation theory, (b) Centre manifold arguments which typically do not allow the
assumption of smoothness apply, and (c) at least for codimension 1 equivariant
bifurcation theory, we do not need to develop Cr versions of invariant theory.

10.6.8. Normal form theorems.
Absolutely irreducible representations. Suppose that (V,G) is an absolutely

irreducible orthogonal representation. We allow G to be a general compact
Lie group. Our interest lies in examples where −IV /∈ G ⊂ O(V ). Let G̃ =
〈G,−IV 〉 ∼= G× Z2.

It follows by strong determinacy (theorem 10.6.44) that there exists d ≥ 3 such
that G̃-equivariant bifurcation problems on V are strongly (d,G)-determined.
Suppose that f ∈ M−(V, G̃) and f is (d,G)-stable. Let f ′ ∈ M−(V,G) satisfy
jdf ′(0, 0) = jdf(0, 0). We regard f ′ as a perturbation of f breaking symmetry
from G̃ to G. Applying theorem 10.6.44, each branch of normally hyperbolic
invariant G̃-orbits in F(f) will persist as a branch of G-invariant normally hy-
perbolic submanifolds for f ′. Typically, some of these branches will be branches
of relative fixed points (and so will appear in F(f ′)), others will not be branches
of G-orbits. If G is finite, each branch for f ′ which is not in F(f ′) will consist of
hyperbolic points which are of prime period two (but not symmetry related).



370 10. APPLICATIONS OF G-TRANSVERSALITY TO BIFURCATION THEORY II

Example 10.6.46. Let G = ∆′5 o Z5 (example 10.6.34). Then G̃-equivariant
bifurcation problems are strongly (3, G)-determined. It is easy to verify directly
that if f ∈ L−G(R5), then f has branches of points of prime period two contained
in the axes R(1, 1, 1, 1,±1). However, the period two points are not related by G-
symmetries (that is, by multiplication by ±1). In this example, (R5, G), (R5, G̃)
have the same cubic equivariants and quartic equivariants are required to break
symmetry from G̃ to G.

Let P
(d)
G (V × R, V )0 denote the subset of P

(d)
G (V × R, V ) consisting of poly-

nomial maps with linear term −(1 + λ)IV . We similarly define P
(d)

G̃
(V × R, V )0.

The next result uses the theory of equivariant normal forms [84, Chapter XVI,
§5] (see also the proof of [60, Lemma 9.18.3]).

Lemma 10.6.47. Let d ∈ N. There is a polynomial submersion

Nd : P
(d)
G (V × R, V )0 → P

(d)

G̃
(V × R, V )0,

such that if f ∈ M−(V,G) then Nd(j
df(0, 0)) is the G̃-equivariant normal form

of f to order d. Moreover, if p > d, Nd(Np(j
pf(0, 0))) = Nd(j

df(0, 0)). In

particular, Nd restricts to the identity map on P
(d)

G̃
(V ×R, V )0 ⊂ P

(d)
G (V ×R, V )0.

Suppose that G-equivariant bifurcation problems on V are p-determined, G̃-
equivariant bifurcation problems on V are q-determined and G̃-equivariant bifur-
cation problems on V are strongly (d,G)-determined. We have d ≥ p, q.

Theorem 10.6.48. There exists an open and dense semianalytic subset N of

P
(d)
G (V × R, V ) such that if f ∈M−(V,G) and jdf(0, 0) ∈ N then

(1) f ∈ S(V,G).

(2) f̃ = Nd(j
df(0, 0)) ∈ S(V, G̃).

(3) Every branch of normally hyperbolic relative fixed points for f̃ persists
as one or two branches of normally hyperbolic invariant G-orbits for f ,
each of which is a branch of relative fixed points for f 2. Conversely, every
branch of relative fixed points for f 2 arises via such a perturbation.

Proof. Let R, R̃ be the open and dense semialgebraic subsets of P
(d)
G (V ×

R, V ), P
(d)

G̃
(V × R, V ) that respectively determine stable maps for G- and G̃-

equivariant bifurcation problems on V . Let D be the semianalytic subset of

P
(d)

G̃
(V ×R, V ) that determines the strongly (d,G)-stable mappings inM−(V, G̃).

Define

N = R∩N−1
d (R̃ ∩ D).

Since Nd is a polynomial submersion, N is an open and dense semianalytic subset

of P
(d)
G (V × R, V ). The theorem follows. �
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Irreducible unitary representations. Suppose that (V,G) is an irreducible uni-
tary representation.

Let θ ∈ [0, 2π) and d ∈ N. We let P(d)
G (V × R, V )θ denote the subset of

Mθ(V,G) consisting of families f which can be written in the form

f(x, λ) = exp(ıω(λ))(1 + λ)x+
d
∑

i=1

ai(λ)Pi(x),

where ai ∈ C∞(R), Pi ∈ P i
G(V, V ), 1 ≤ i ≤ d, and ω(0) = θ. Let K = 〈exp(ıθ)〉.

Either K = Zm (exp(ıθ) is an mth root of unity) or K = S1. Suppose that K =
Zm. If (V,G) is irreducible of complex representation there are no restrictions on
m. If (V,G) is the complexification of an absolutely irreducible representation
then we can assume m ≥ 3 since the cases m = 1, 2 would not be generic in our
setup and we could reduce to the case of bifurcation on an absolutely irreducible
representation. Similar comments hold in the quaternionic case: generically we
can assume there are no real eigenvalues.

Let G̃ = 〈G,K〉 ⊂ O(V ). Since K ∩ G ⊂ Z(G), we must just as well have
defined G̃ = G×K as both groups define the same subgroup of O(V ). Because
of our assumption son θ, the representation (V, G̃) is irreducible of complex type.

Let P(d)

G̃
(V × R, V )θ the corresponding subspace of Mθ(V, G̃).

Proposition 10.6.49. Let d ∈ N. There is a polynomial submersion

Nd : P(d)
G (V × R, V )θ → P(d)

G̃
(V × R, V )θ

such that if f ∈ Mθ(V,G) then Nd(j
df(0, 0)) is the G̃-equivariant normal form

of f to order d. Moreover, if p > d, Nd(Np(j
pf(0, 0))) = Nd(j

df(0, 0)). In

particular, Nd restricts to the identity map on P(d)
G (V ×R, V )θ ⊂ P(d)

G̃
(V ×R, V )θ.

Proof. This follows by the standard iterated coordinate change proof and
we refer to [84, Chapter XVI, §5] for details. �

Example 10.6.50. Let (C2,D3) be the standard complex irreducible repre-
sentation of D3. We investigate the bifurcation theory of maps f ∈ Mθ(C2,D3)
for various values of θ – more precisely, for various choices of K = 〈exp ıθ〉.

We start by taking K = S1. In this case one can show (see example 5.6.33)
that (C2,D3 × S1) is 5-determined, strongly (5,D3)-determined and there ex-

ists an open and dense semialgebraic subset R of P
(5)

D3×S1(C2 × R,C2)0 which

determines stability and strong (5,D3)-stability. If F ∈ Mθ(C2,D3 × S1) and
j5F (0, 0) ∈ R, then F will have three normally hyperbolic branches of relative
fixed points with isotropy types

(Z̃3), (〈κ〉), (〈−κ〉).
(See table 1, chapter 5.) Each branch will consist of F -invariant circles. In
all, there will be eight branches of normally hyperbolic invariant circles – two
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of type (Z̃3) and three each of types (〈κ〉) and (〈−κ〉). If f ∈ Mθ(C2,D3) is
such that the 5th order normal form N5(j5f(0, 0)) ∈ R, then f will have eight
branches of normally hyperbolic invariant circles. The five branches that come
from branches of type (Z̃3) and type (〈−κ〉) will have no D3-symmetry. On the
other hand, the three branches that are associated to the branches of isotropy
type (〈κ〉) will continue to be κ-invariant. Notwithstanding these results, the
reader is cautioned that in breaking symmetry from D3 × S1 to D3 we have not
excluded the possibility of new branches of relative fixed sets appearing.

Suppose next that 〈exp ıθ〉 = Zq, q ≥ 3. If q ≥ 7, then

P j
D3×S1(C2,C2) = P j

D3×Zq(C
2,C2), j ≤ 5,

and (C2,D3 × Zq) is 5-determined and strongly (5,D3)-determined. The results
for (C2,D3 × S1) continue to apply (this situation is one of ‘weak’ resonance).
On the other hand if 3 ≤ q ≤ 6, then P q−1

D3×Zq(C
2,C2) 6= P q−1

D3×S1(C2,C2). This is
the regime of strong resonance and each case requires separate investigation.

We conclude with an example where (V,G) is quaternionic.

Example 10.6.51. Let Q = 〈i, j, k〉 ⊂ H4 ⊂ O(4) be the group of unit
quaternions. We have |Q| = 8 and the representation (R4, Q) is irreducible of
quaternionic type. Suppose that f ∈ C∞Q (R4 × R,R4). We may write Dfλ(0) =
σ(λ)Aλ, where σ : R→ R is smooth and Aλ is Q-equivariant and orthogonal (that
is, Aλ ∈ LSU(2)(C2,C2) ∩ SO(4)). Relative to the standard basis of R4 ≈ C2, we
have

Aλ =

(

E F
−F E

)

, where E =

(

α −β
β α

)

, F =

(

γ δ
δ −γ

)

,

and α, β, γ, δ : R→ R. Note that Aλ is not C-linear with respect to the standard
C-structure on C2 ≈ R4. The orthogonality of Aλ is equivalent to α2 + β2 + γ2 +
δ2 = 1. The eigenvalues of Aλ are

α± ı
√

β2 + γ2 + δ2.

Bifurcations will occur when σ(λ) = ±1. Suppose there is a bifurcation at λ = 0.
Since −I, it is no loss of generality to assume σ(0) = 1. Generically, we may
suppose that σ′(0) 6= 0. After a change of parameter, we may write f in the
normal form

f(X,λ) = (1 + λ)

(

E(λ) F (λ)
−F (λ) E(λ)

)

(X) +O(‖X‖2),

where X ∈ R4. Set α(0) = α0, . . . , δ(0) = δ0 and define exp(ıθ) = α0 +

ı(β2
0 + γ2

0 + δ2
0)

1
2 . Generically, we may assume that 〈exp(ıθ)〉 = S1. Let d ∈

N. Using the standard normal form argument, we may make a local smooth
Q-equivariant change of coordinates at the origin so that jdf(0, 0) is Q × S1-
equivariant. In particular, this defines a complex structure on R4 with respect to
which Q acts C-linearly. The representation (R4, Q × S1) is easily shown to be



10.7. RELATIVE PERIODIC ORBITS 373

irreducible of complex type (it is not quaternionic). Applying our determinacy
results, (R4, Q × S1) will be strongly (d,Q)-determined for some d ∈ N. In this
way by analysing bifurcations on the complex representation (R4, Q×S1) we may
deduce results for the original representation (R4, Q). Even if 〈exp(ıθ)〉 = Zq,
q ≥ 3, it will still be the case that (R4, Q× Zq) is a complex (non-quaternionic)
representation. We remark that this approach applies to vector fields and, using
the methods of section 5.6, we may show that generic f ∈ V(R4 × R,R4, Q) will
have at least six branches of limit cycles (the induced Q-action on P 1(C) has six
points of maximal isotropy which lie on three distinct Q-orbits).

10.7. Relative periodic orbits

In this section we develop methods for the study of generic bifurcations from
relative periodic orbits (for flows). Much of what we say is closely based on the
article by Lamb and Melbourne on bifurcation from discrete rotating waves [111]
and we refer the reader to that paper for background as well as an extensive set
of examples. More refined and generally applicable theories are developed by
Lamb, Melbourne and Wulff in [183, 112, 113]. In particular, these works give
results on proper actions by non-compact Lie groups as well as a careful analysis
of drift dynamics along group orbits and the effects of resonances when breaking
normal form symmetry. See also the notes at the end of the chapter.

We start with a rough description of our approach. Suppose that Σ is a
relative periodic orbit (not a relative equilibrium) of the smooth G-equivariant
vector field X. Let the prime period of the limit cycle of the vector field X?

induced on Σ/G ≈ S1 by X be T > 0. Choose a smooth isotopy of equivariant
vector fields Xt on Σ such that X0 = X, Xt induces the vector field X? on Σ/G,
all t ∈ [0, 1], and Σ is foliated by periodic orbits of X1 = Y of period qT , where
q ≥ 1 is minimal. We may think of Y as a normal form for X (no information
is lost as we can recover X from Y by reversing the original isotopy2. Each
periodic orbit of Y will be a discrete rotating wave. All this works perfectly well
for families of vector fields. The next step is to study the bifurcation theory of
the Poincaré map of a periodic orbit for Y in Λ. For this we use the theory we
have developed for families of equivariant maps. Finally, we translate back to the
original vector field X by substituting back the original drifts. In practice it is
useful to take advantage of normal form symmetries. This can be done either by
looking at normal forms for the Poincaré map or by viewing the Poincaré map as
the time-one map of a vector field (modulo high order terms). Both approaches
are successful in determining branches of solutions but also lose information about
the detailed structure of the dynamics (and possibly also miss branches of relative
periodic orbits).

2The isotopy can be used to define a moving coordinate frame on the relative periodic orbit
– this is the approach used in [183].
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Our first step in the analysis of a relative periodic orbit Σ is to reduce to an
analysis of the Poincaré map of Σ. More specifically, suppose that Σ is a relative
periodic orbit of the G-equivariant flow Ψt : M → M . Let α = G/H ⊂ Σ and
choose a Poincaré system P : D′ ⊂ D → D for the flow near Σ (see section 8.4.5
and note that we assume D′ t Σ, D′∩Σ = α). Let T > 0 denote the time of first
return to α (so α is a relative fixed set for ΨT ). Working locally, we may suppose
that P is a G-equivariant diffeomorphism of a G-vector bundle p : E → α and
that P (α) = α, where we have identified the zero section E0 of E with α. It
follows from lemmas 8.3.26, 8.3.28 that – up to composition with a isotopically
trivial skew-equivariant map – we may assume that (a) P : E → E is fibre
preserving, and (b) there exists a smallest integer m ≥ 1 such that if f = P |α,
then fm = Iα. In fact P can be viewed as the Poincaré map of the (same) relative
periodic orbit Σ but with respect to a new flow Φt on M related to the original
flow Ψt by

Φt(x) = χt(x)Ψt(x),

where χt : M → G is skew-equivariant and satisfies χt+s(x) = χt(x)χs(Ψt(x)) for
all t, s ∈ R, x ∈M . We may assume χt is constant, equal to the identity, outside
some preassigned G-invariant neighbourhood of Σ in M .

The Poincaré maps for Ψt and Φt differ only in dynamics along group orbits.
Both maps induce the same map on orbit space and relative fixed points and
periodic orbits of the maps have the same stabilities. Note that since fm = Iα,
the Φt-orbit through any point of x ∈ α will be a periodic orbit γ of Φt of prime
period mT . In particular, Pm : E[H] → E[H] will be a Poincaré map for γ.

We simplify matters a little by noting that E(H) = E|αH is an N(H)-vector
bundle over αH and P restricts to an N(H)-equivariant bundle map P : E(H)→
E(H). Results we obtain for P |E(H) extend immediately to E and so to the
original Poincaré map P . Thus it will be no loss of generality to assume G =
N(H) or, equivalently, H CG.

Overall then we look at families Pλ ∈ DiffG(E) which cover a fixed f and
preserve the zero section. If 1 ∈ spec(P0, α), then we can expect branches of
relative fixed points to appear as λ passes through zero. These correspond to
bifurcations of the periodic orbit γ and may be shown to define branches of
relative periodic orbits. Just as in the previous section, we get far stronger
results by using methods based on normal forms and most of what we do will
be angled towards providing a framework where we can apply a normal form
theorem – in this case, the normal form theorem of Lamb for twisted equivariant
maps [110]. All of this requires some serious preliminaries starting with an
investigation of the class of G-vector bundle maps which cover a finite order
equivariant diffeomorphism of a group orbit. The results we obtain will apply to
the linearization of the Poincaré map along α.

10.7.1. G-vector bundles and maps over a group orbit. Let H be a
closed normal subgroup of the compact Lie group G and set α = G/H. Let
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(V,H) be a finite dimensional H-representation. We form the twisted product
E = G ×H V and recall that E has the natural structure of a G-vector bundle
p : E → α. Since H CG, each fibre Ex has the structure of an H-representation.
Let f ∈ DiffG(α), F ∈ DiffG(E) be such that the diagram

E = G×H V
F−→ G×H V = E





y
p





y
p

α
f−→ α

commutes and F is a vector bundle map (F : Ex → Ef(x) is an H-linear isomor-
phism for all x ∈ α).

Fix a G-invariant Riemannian structure on p : E → α. For each x ∈ α, we
have an orthogonal representation ρx : H → O(Ex). Since the Riemannian struc-
ture on E is G-invariant, g : Ex → Egx is an isometry for all g ∈ G, x ∈ α. Fix the
base point [H] ∈ α and denote the corresponding orthogonal representation of H
by ρ : H → O(E[H]). The representation ρ equals the given representation (V,H)
since E[H] ≈ V . In what follows we usually identify E[H] with V . In general, if
x, y ∈ α, the H-representations ρx, ρy may not be isomorphic. However, since
F |Ex intertwines the representations (Ex, ρx), (Ef(x), ρf(x)), the representations
ρx, ρf(x) are isomorphic for all x ∈ α.

Lemma 10.7.1. (Assumptions as above). Let f correspond to ñ ∈ G/H ≈
DiffG(G/H). If we define K = {γ ∈ G/H | ργ ∼= ρ} then K is an open and
closed subgroup of G/H and

K ⊃ 〈(G/H)0, ñ〉

Proof. Clearly K is a closed subgroup of G/H. It follows from corol-
lary 3.10.3 that (G/H)0 ≈ CG(H)0/Z(H)0 and so K ⊃ (G/H)0 and is there-
fore open. Finally, as noted before the statement of the lemma, ρ and ρñ are
isomorphic and consequently ñ ∈ K. �

We shall assume that there exists a smallest m ≥ 1 such that fm = I. Set
V0 = V , V1 = Ef([H]), . . . , Vm−1 = Efm−1([H]), Vm = V0. Let Aj = F |Vj : Vj →
Vj+1, (where j + 1 is computed modulo m). We often write A0 = A.

Choose n ∈ G such that f([H]) = n[H]. Since fm = I, nm[H] = [H] and so
nm ∈ H. Let C be a Cartan subgroup of H = ∪m−1

j=0 n
jH ⊂ G which contains

n. Since C ∼= Ts × Zr, there exists δ ∈ nH of finite order. Consequently, we
may find the minimal k ≥ 1 and a corresponding δ ∈ nH such that δk ∈ CG(H).
Define L = δ−1A ∈ L(V, V ) and note that L is non-singular.

From now on m, k, δ will remain fixed. We remark that if G is Abelian then
k = 1 ≤ m. On the other hand if G is not Abelian we may have k > m (see
exercise 8.3.16 and later in this section).

Define the representation σ : H → O(V ) by

σ(h)(v) = δ−1ρf([H])(h)δ(v), (v ∈ V, h ∈ H).
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As we did earlier, we use the notation ρV (respectively, σV ) to denote V together
with the action on V given by ρ (respectively σ). With these conventions, we
have

L ∈ LH(ρV , σV ).

Lemma 10.7.2. (a1) (ρV ,H) and (σV ,H) are isomorphic representations.
(a2) ρ(H) = σ(H) ⊂ O(V ). In particular, ρ and σ have the same H-orbits.
(a3) kernel(ρ) = kernel(σ).
(a4) If k > 1, then ±I /∈ LH(ρV , σV ).
(a5) C∞H (ρV , ρV ) ≈ C∞H (σV , σV ) (we denote either space by C∞H (V, V )). In

particular, LH(ρV , ρV ) ≈ LH(σV , σV ) (we denote either space by LH(V, V )).
(a6) Lk ∈ LH(V, V ).

(a7) If τ ∈ O(ρV ,H), then ρVτ = σVτ
def
= Vτ .

Proof. We prove (a1,3,4) and leave the remaining statements to the reader.
(a1) is immediate since L intertwines the representations (ρV ,H) and (σV ,H).
Since (ρV ,H) and (σV ,H) are isomorphic, we have kernel(ρ) = kernel(σ), proving
(a3). Finally, if I ∈ LH(ρV , σV ), then h = Ih = δ−1hδI = δ−1hδ for all h ∈ H.
Hence δ ∈ CG(H), contradicting our assumption that k > 1. �

Exercise 10.7.3. (1) Suppose that ρ is irreducible. Show that if k > 1 then
LH(ρV , ρV ) ∩ LH(ρV , σV ) = {0}.
(2) Let K be as defined in lemma 10.7.1 and let G̃ be the subgroup of G such
that G̃/H = K. Show that kernel(ρx)C G̃ for all x ∈ K and hence deduce that if
ρ, σ are not faithful then it is no loss of generality to replace H by H/kernel(ρ),
G by G̃/kernel(ρ) and assume ρ and σ are faithful.

Noting lemma 10.7.2(a3) and exercise 10.7.3(2), we assume for the remainder
of the section that ρ : H → O(V ) is a faithful representation of H.

Remark 10.7.4. Lemma 10.7.2(a2) implies that ρ, σ have the same invariants
and so we may write P (V )H for the algebra of invariants of either ρV or σV . By
lemma 10.7.2(a7), we have O(ρV ,H) = O(σV ,H) and so we may unambiguously
write O(V,H) for the set of isotropy types for either action of H on V .

Example 10.7.5. For p ∈ Z, p 6= 0, define the irreducible action of SO(2) on
C by Rp(θ) = eıpθz, θ ∈ [0, 2π]/(0 = 2π). Set ρ = Rp, σ = Rq, q 6= 0. Then ρ, σ
satisfy (a2). If p = ±q, ρ, σ satisfy (a1–8).

Lemma 10.7.6. (1) There exists an orthogonal map J ∈ LH(ρV , σV )
(‖Jx‖ = ‖x‖, all x ∈ V ).

(2) If L ∈ LH(ρV , σV ) is orthogonal and k > 1, then L /∈ H.

Proof. (1) Suppose first that ρ, σ are real absolutely irreducible (or quater-
nionic) orthogonal H-representations. Denote the H-invariant inner product on
V by ( , ). Since (V,H) is absolutely irreducible, every H-invariant inner product
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on V is a non-zero positive multiple of ( , ). In particular, if J ∈ LH(ρV , σV )
and we define the H-invariant inner product ( , )? on V by (x, y)? = (Jx, Jy), we
have (x, y)? = a2(x, y), for some a > 0. Consequently 1

a
J : V → V is orthogonal.

The same proof works if ρ, σ are irreducible unitary representations. The general
case follows straightforwardly using the isotypic decomposition. (2) If h ∈ H,
then Lh = δ−1hδL. Hence (δL)h = h(δL), for all h ∈ H and so δL ∈ CO(V )(H).
If L ∈ H, then δL ∈ CG(H), contradicting the assumption that k > 1 (replace δ
by δL to get k = 1). �

Example 10.7.7. Suppose that ρ, σ are irreducible and L ∈ LH(ρV , σV ) is
orthogonal. If ρ is absolutely irreducible, then ±L are the unique orthogonal
maps intertwining ρ, σ. If ρ is irreducible of complex type, then {eıθL | eıθ ∈ S1}
are the unique orthogonal maps intertwining ρ, σ. It turns out that the key
invariant of L is 〈L〉 ⊂ O(V ). We show some of the possibilities in the following
examples.

(1) Let ρ : O(2) → O(C) denote the standard representation of O(2) and
define the representation σ by σ(g) = Lρ(g)L−1, g ∈ O(2). Define
L : C → C by L(z) = eıθz̄. Obviously, L ∈ LO(2)(ρV , σV ) is orthogonal.
The group 〈L〉 ⊂ O(2) is isomorphic to Z2. If instead we had defined
Lz = eıθz, then 〈L〉 ∼= Zq if θ/2π = p/q, (p, q) = 1, and is otherwise
isomorphic to S1 = SO(2) ⊂ O(2).

(2) Let ρ : D4 → O(C) be the standard representation of D4 and define
the representation σ by σ(g) = −ıρ(g)ı, g ∈ D4. If we let Lz = ız,
then L ∈ LD4(C,C) and 〈L〉 ∼= Z4. It is also possible to choose L so
that 〈L〉 ∼= Z1,Z2. For this representation of D4, Z1,Z2,Z4 are the only
possibilities for 〈L〉.

Lemma 10.7.8. Suppose that ρ, σ are irreducible as orthogonal R-representations.
Then there exists J ∈ LH(ρV , σV ), ‖J‖ = 1, such that

(1) If (ρV ,H) is absolutely irreducible, then LH(ρV , σV ) = {aJ | a ∈ R} and
‖aJ‖ = |a|, a ∈ R.

(2) If (ρV ,H) is irreducible of complex type, then

LH(ρV , σV ) = {(a+ ıb)J | a, b ∈ R}
and ‖(a+ ıb)J‖ = |a+ ıb|, a+ ıb ∈ C.

(3) If (ρV ,H) is irreducible of quaternionic type, then

LH(ρV , σV ) = {(a+ ıb+ c+ kd)J | a, b, c, d ∈ R},
where ı, , k are the unit quaternions and ‖(a + ıb + c + kd)J‖ = |a +
ıb+ c+ kd|, a+ ıb+ c+ kd ∈ H.

Proof. It follows from the previous lemma that there exists an isometry J ∈
LH(ρV , σV ). Since J−1LH(ρV , σV ) = LH(ρV , ρV ) is a real associative division
algebra, the result follows from theorem 2.7.14. �
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Remark 10.7.9. The map J ∈ LH(ρV , σV ) given by lemma 3.5.1 is only
determined up to multiplication by unit scalars. For example, J is determined
up to multiplication by ±IV if ρV is absolutely irreducible.

Let GL(ρV , σV ) denote the open and dense subset of LH(ρV , σV ) consisting
of invertible maps. Define

sing(ρV , σV ) = {L ∈ GL(ρV , σV ) | 1 ∈ spec(L)}
and note that sing(ρV , σV ) is a closed subset of GL(ρV , σV ). If L ∈ sing(ρV , σV ),
let E(L) denote the generalized eigenspace of L : V → V corresponding to
1 ∈ spec(L). Obviously E(L) is L-invariant. Since ρ, σ are orthogonal repre-
sentations, ‖Lnhv‖ = ‖Lnv‖ for all v ∈ E(L), h ∈ H, n ≥ 1, and so E(L)
is H-invariant. Hence we have isomorphic H-representations ρE(L) and σE(L).
We say that E(L) is irreducible if there are no proper real L- and H-invariant
subspaces of E(L).

Lemma 10.7.10 ([111, Theorem 3.2]). The set sing0(ρV , σV ) of L such that
E(L) is irreducible is an open and dense subset of sing(ρV , σV ).

Proof. Let L ∈ sing0(ρV , σV ), and suppose E(L) is not irreducible. Choose
a minimal proper L- and H-invariant space U of E(L). Since E(L) is an H-
representation, we may write E(L) = U⊕W , where W is an H-invariant subspace
of E(L). Since L(U) = U , L : U ⊕W → U ⊕W has block matrix form

L =

(

A B
0 D

)

,

where D : ρW → σW is H-equivariant. If we perturb D to Dε = (1 + ε)D then,
for the corresponding map Lε : U ⊕ W → U ⊕ W , we have E(Lε) = U and
obviously Lε|U is irreducible. �

Proposition 10.7.11 ([111, Theorem 3.4]). Suppose that L ∈ sing0(ρV , σV )
and that E(L) = V . Then

(1) Lk = αIV , where |α| = 1.
(2) 〈H,L〉 is a compact subgroup of GL(V ).
(3) We may choose an H-invariant inner product on V such that 〈H,L〉 ⊂

O(V ). (Equivalently, there is a G-invariant Riemannian structure on
p : E → α relative to which 〈H,L〉 ⊂ O(V ).)

(4) H C 〈H,L〉.
(5) Generically, (V, 〈H,L〉) is absolutely irreducible or irreducible of complex

type.

Proof. By lemma 10.7.2(a6), Lk ∈ LH(V, V ) and so eigenspaces of Lk are
H- and L-invariant. Since V is assumed 〈L〉-irreducible, it follows that Lk must
be a real or complex multiple α of the identity. Since spec(L) = {1}, |α| = 1,
proving (1). As a consequence of (1), 〈Lk〉 is a compact subgroup of GL(V ) and
so since 〈H,Lk〉 is compact. Since 〈H,L〉/〈H,Lk〉 is finite, 〈H,L〉 ⊂ GL(V ) is
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compact, proving (2). Average the given H-invariant inner product on V over
〈L〉 to obtain a 〈H,L〉-invariant inner product on V such that 〈H,L〉 ⊂ O(V ).
Since L ∈ LH(ρV , σV ), LhL−1 = δhδ−1 ∈ H, h ∈ H, and so H C 〈H,L〉. Finally,
suppose that (V, 〈H,L〉) is irreducible of quaternionic type and so L〈H,L〉(V, V ) ≈
H. Now Lk ∈ L〈H,L〉(V, V ) and so Lk = hI, some h ∈ H. Since Lk ∈ 〈H,L〉, it
follows by equivariance that Lk must commute with all quaternions. The only way
this can happen is if h is real. But we can always perturb L within sing0(ρV , σV )
so that Lk has complex eigenvalues and so force h ∈ H \ R. �

For the remainder of this subsection we assume that L ∈ sing0(ρV , σV ),
E(L) = V and we have taken a Riemannian structure on E for which 〈H,L〉 ⊂
O(V ).

Proposition 10.7.12. Let p ≥ 1 be the minimal positive integer such that
Lp ∈ H. If Lj /∈ H for all j ≥ 1, set p = 0.

(1) If (V, 〈H,L〉) is absolutely irreducible, then
(a) 〈Lk〉 ∼= Zq, where q = 1 or 2. If q = 1, Lk = IV and 〈L〉 ∼= Zk, and

if q = 2, Lk = −IV and 〈L〉 ∼= Z2k. In either case, p|qk.
(b) 〈H,L〉/H ∼= Zp and we have the short exact sequence of groups

1→ Zqk/p → H o 〈L〉 → 〈H,L〉 → 1,

If p = qk, then 〈H,L〉 ∼= H o 〈L〉.
(2) If (V, 〈H,L〉) is irreducible of complex type, then

(a) 〈Lk〉 ⊂ S1 ⊂ O(V ), where S1 acts on V as scalar multiplication by
complex numbers of unit modulus.

(b) If p = 0 (Lj /∈ H, for all j ≥ 1), then there exists q ≥ 1 such that
〈L〉 = S1 × Zq. We have 〈H,L〉 = H o (S1 × Zq).

(c) If p ≥ 1 and 〈L〉 = S1 × Zq, then p|q, 〈Lk〉 = S1, H ⊃ S1,
〈H,L〉/H ∼= Zp and we have the short exact sequence of groups

1→ Zq/p → H o 〈L〉 → 〈H,L〉 → 1,

(d) If 〈Lk〉 = Zq then p|kq, 〈H,L〉/H ∼= Zp and we have the short exact
sequence of groups

1→ Zkq/p → H o 〈L〉 → 〈H,L〉 → 1,

Proof. Suppose that (V, 〈H,L〉) is absolutely irreducible. It follows from
proposition 10.7.11 that Lk ∈ L〈H,L〉(V, V )∩O(V ) and so Lk = ±IV . If Lk = IV ,
then Lk ∈ H and so p|k. If Lk = −IV , then L2k ∈ H and so p|2k. Since
H C 〈H,L〉, 〈H,L〉/H ∼= Zp. The short exact sequence statement holds since the
natural map H o 〈L〉 → 〈H,L〉 is onto and has kernel H ∩ 〈L〉 ∼= ZK/p. The
proofs of the corresponding statements when (V, 〈H,L〉) is irreducible of complex
type are similar. �
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10.7.2. Normal form theory. We continue with the assumptions and no-
tational conventions of the previous section. In particular, let E = G ×H V be
a G-vector bundle over G/H = α associated to the H-representation (V,H) and
let E0 ≈ α denote the zero section of E. The positive integers m, k, p, ` will be
as previously defined (always minimal with respect to their defining property).

Let Pλ ∈ DiffG(E) be a smooth family of maps covering f ∈ DiffG(α), where
fm = Iα. We assume that Pλ(α) = α for all λ ∈ R. Let Fλ : E → E denote the
G-vector bundle map covering f defined by Fλ|Ex = TxPλ|Ex (here x ∈ α ≈ E0

and we have used the natural identification between TxE and Ex⊕Txα, x ∈ E0).
Identifying E[H] with V , we set Fλ|V = Aλ and Lλ = δ−1Aλ, where δk ∈

CH(G). When λ = 0, we often drop the subscript “0”. Assume 1 ∈ spec(A),
E(L) = V is irreducible and (V, 〈H,L〉) is either absolutely irreducible or irre-
ducible of complex type (see proposition 10.7.11). Define ν(λ) = spec(Aλ). We
make the generic assumption that ν ′(0) 6= 0. Reparameterizing, it is no loss of
generality to assume that ν(λ) = 1 + λ, |λ| < 1/2. Set δ−1Pλ|V = Qλ. Then
Qλ : ρV → σV is H-equivariant and we may write

Qλ = Lkλ,

where kλ ∈ DiffH(V ), Dk0(0) = IV , DQ0(0) = L and spec(Dkλ(0)) = 1 + λ. Let
VL(V,H) ⊂ C∞H (ρV ×R, σV ) denote the space of smooth families q : V ×R→ V
such that for |λ| < 1/2 we can write

q(x, λ) = Lh(x, λ),

where

(a) Dh0(0) = IV (and so Dq0(0) = L).
(b) spec(Dhλ(0)) = spec(Dqλ(0)) = 1 + λ.
(c) E((1 + λ)−1Dqλ(0)) = V and is irreducible.
(d) h is H-equivariant.

Clearly, Qλ ∈ VL(V,H). For d ≥ 1, let P(d)
H (ρV × R, σV )L denote the space

of smooth families of H-equivariant polynomial maps qλ : ρV → σV such that

Dqλ(0) satisfies (a,b,c) above. We let P(d)
〈H,L〉(ρV × R, σV )L ⊂ P(d)

H (ρV × R, σV )L
denote the subspace consisting of 〈H,L〉-equivariant families. Finally, we Let

P(d)
〈H,L〉(V × R, V )0 denote the space of 〈H,L〉-equivariant polynomial families

pλ : V → V such that Lpλ ∈ P(d)
〈H,L〉(ρV ×R, σV )L. We have jdQλ(0) ∈ P(d)

H (ρV ×
R, σV )L and jdkλ(0) ∈ P(d)

H (V × R, V )0.

Theorem 10.7.13 (Lamb [110]). Let d ≥ 2. There is a polynomial submer-
sion

Nd : P(d)
H (ρV × R, σV )L → P(d)

〈H,L〉(ρV × R, σV )L

such that if f ∈ VL(V,H) then Nd(j
df(0, 0)) is the 〈H,L〉-equivariant normal

form of f to order d. Moreover, if p > d, Nd(Np(j
pf(0, 0))) = Nd(j

df(0, 0)).
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Proof. This result is proved in Lamb [110]. We remark that the normal
form is achieved by making a succession of polynomial H-equivariant coordinate
changes on V . This procedure is consistent and natural since H-equivariant maps
on source and target spaces are the same – see lemma 10.7.2(a5). �

We now follow the strategy described in [111]. If (V, 〈H,L〉) is absolutely
irreducible, set S = L. If (V, 〈H,L〉) is irreducible of complex type, set S =
α−1/kIV , where Lk = αIV . In either case we may write δ−1P0 = Q0 = Sh, where
h ∈ DiffH(V ) and Dh(0) = IV in the real case and α1/kIV in the complex case
(and so 〈Dh(0)〉 ⊂ S1 which would not have been true had we written Q = Lk).
If Q commutes with L up to terms of order N then, since S commutes with L, it
follows that h is 〈H,L〉-equivariant to order N .

Matters now proceed much as in section 10.6. We assume that Pλ : G×HV →
G×H V is a smooth G-equivariant family covering f ∈ DiffG(α), where fm = Iα.
Choose δ ∈ G such that δ−1Pλ = Qλ : ρV → σV where δk ∈ CG(H). Let
L ∈ O(ρV , σV ) denote the derivative of Qλ|V at zero. Write Qλ = Lkλ, where
kλ : V → V is 〈H,L〉-equivariant. We consider the cases where (V, 〈H,L〉)
is either absolutely irreducible or irreducible of complex type. If (V, 〈H,L〉) is
irreducible of complex type, we assume for the present that 〈L〉 ∼= S1×Zq. That
is, if Lk = αI, α is not a complex root of unity.

It follows by G-equivariance that for all j ∈ Z we have

P j
λ = δjLjkjλ.

Since 1 ∈ spec(Pm
0 , α), and Dk0(0) = IV , we have

δmLm = ±I, (if (V, 〈H,L〉) is absolutely irreducible),

= βI, (otherwise, where β ∈ C)

10.7.3. (V, 〈H,L〉) absolutely irreducible. In the absolutely irreducible
case, Lm = ±δ−m and so Pm

λ = ±kmλ . Hence, every branch of relative fixed
points of kλ determines a branch of relative periodic orbits of Pm

λ . In particular,
every branch of fixed points of kλ determines a branch of fixed points or a branch
of period two points of Pm

λ . Applying the general theory given in the previous
section, we see that branches of (relative) fixed points of kλ will generically be
normally hyperbolic. We also have stability, finiteness, determinacy and strong
determinacy results.

The conditions δmLm = ±I and Lk = ±I impose additional constraints on
the type of bifurcations that can occur. For a period doubling bifurcation, we
have the linearization of Pm

0 |V to be −I and so δmLm = −I. If k = 1 (for
example, if G is Abelian), we have L = ±I. Consequently if m is even then a
necessary condition for a period doubling bifurcation is that δm is of even order.
Thus there can be no period doubling bifurcation if δm is of odd order. A simple
example is given by G = H o Zm. In this case δm = 1 so if m|k is even there is
no period doubling bifurcation. If L = −I (k = 1), δm = −I and m is odd, then
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δmLm = I and so there can be no period doubling. We refer the reader to [111]
for more general results and examples (see also later in this section).

10.7.4. (V, 〈H,L〉) irreducible of complex type. In this case, we have by
S1-equivariance:

kλ(x) = (1 + λ) exp(ıω(λ))x+ O(‖x‖3)

If H is finite, we expect to see branches of normally hyperbolic invariant circles
appear at the bifurcation. These will correspond flow-invariant two-tori for the
original flow. Just as in the absolutely irreducible case, branches of (relative)
fixed points of kλ will be generically normally hyperbolic and we have stability,
finiteness, determinacy and strong determinacy results.

10.7.5. Breaking normal form symmetry. We start with the easiest case
when (V, 〈H,L〉) is absolutely irreducible and H is finite. It follows – just as in
the previous section – that when we break normal form symmetry at sufficiently
high order, all hyperbolic branches persist. However, some of the branches will
now only be approximately symmetric. If H is not finite, then branches persist as
branches of normally hyperbolic invariant sets. Determination of the dynamics
on each branch may require further – possibly delicate – analysis.

Suppose (V, 〈H,L〉) is irreducible of complex type and that Lk = αI. Fix
d ≥ 2. Providing we exclude finitely many values of α, we can require that the
〈H,L〉-equivariants to order d coincide with the equivariants in the case when
α is not a complex root of unity (see [111, Theorem 6.4]). Consequently, the
normal form analysis and determinacy statements continue to hold provided we
avoid finitely many values of α, all complex roots of unity. Breaking the normal
form symmetry at sufficiently high order will then typically lead to quasi-periodic,
phase-locked periodic or chaotic solutions on normally hyperbolic invariant tori.
Since we allow H to be a general compact Lie group, the flow invariant tori that
appear can be of dimension strictly greater than two. We refer to [183, 113] for
more details and examples (including for the case of proper group actions). We
give a simple example at the end of the section.

10.7.6. Representation theory. We now sketch some of the representation
theory of (V, 〈H,L〉). Our results our based on those given in [111] and the reader
is referred to [111] for a discussion of cases we omit.

Suppose that (V, 〈H,L〉) is irreducible of complex type. Let Lk = αL and set
S = α−1/kL (there are k choices for S). Clearly 〈S〉 ∼= Zk.

Proposition 10.7.14 ([111, Proposition 6.2]). Suppose that (V, 〈H,L〉) is
irreducible of complex type, Then (V, 〈H,S〉) is either the sum of two isomor-
phic absolutely irreducible representations, neither of which is L-invariant, or is
irreducible but not absolutely irreducible.
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Proof. The map S (and therefore (V, 〈H,S〉)) is unchanged if we multiply
L by a complex number of unit modulus. Consequently, we may assume that
Lk = αIV , where α is not a complex root of unity. We then have 〈Lk〉 ∼= S1.
The action of S1 commutes with action of 〈H,S〉 on V (since this is true for the
generator Lk). It follows that if (V, 〈H,S〉) has isotypic decomposition ⊕rj=1Wj,

then each factor Wj is S1-invariant and so 〈H,L〉-invariant. Hence there is just
one term in the isotypic decomposition, say W s, s ≥ 1, and W s has a complex
structure inherited from the action of S1. We have LC〈H,L〉(W

s,W s) ∼= C. If

(W, 〈H,S〉) is absolutely irreducible, then s = 2, otherwise s = 1. �
If (V, 〈H,L〉) is absolutely irreducible, ` ≥ 1 will always denote the order of L

(thus ` = k or 2k). If (V, 〈H,L〉) is irreducible of complex type, we let ` = k (the
order of S = α−1/kL). We have the following corollary of proposition 10.7.14.

Corollary 10.7.15. Suppose that (V, 〈H,L〉) is irreducible of complex type
and that Lk = αIV where α is not a complex root of unity.

(1) 〈H,S〉 ⊂ 〈H,L〉.
(2) Either (V, 〈H,L〉) is isomorphic to the complexification of an absolutely

irreducible representation (W, 〈H,S〉), W ⊂ V , or (V, 〈H,S〉) is irre-
ducible of either complex or quaternionic type.

Using the methods of [111], we give the structure of 〈H,S〉-irreducible repre-
sentations of V . In the complex case, we assume α is not a complex root of unity.
Using normal form and strong determinacy theory (see the previous subsection)
we may describe the generic (open and dense) 〈H,L〉-bifurcations of 1-parameter
families.

Throughout we assume that S ∈ O(V ) and 〈S〉 ∼= Z`. When (V, 〈H,L〉) is
absolutely irreducible, ` ≥ 1 will always denote the order of L and we take S = L.
If (V, 〈H,L〉) is irreducible of complex type, we let ` = k, take S = α−1/kL and
note that S ∈ LH(ρV , σV ).

Suppose that V̄ ⊂ V is irreducible as an 〈H,S〉-representation. Let W be an
H-isotypic component of V̄ . For s ≥ 1, define W s = ⊕s−1

j=0W , s ≥ 1. For j ∈ Z,
define the H-representation κj : H → O(W ) by

κj(h)(w) = δjhδ−j(w), (h ∈ H,w ∈W ).

Let s ≥ 1 be the smallest value of j for which κj ∼= κ0. We say that (W,H) has
order s.

Since κk = κ0 = ρ|W , s divides k and therefore `. We define the H-
representation ρ : H → O(W s) by

h(w0, . . . , ws−1) = (κ0(h)(w0), . . . , κs−1(h)(ws−1)), ((w0, . . . , ws−1) ∈W s, h ∈ H).

Let σ : H → O(W s) be the representation defined by

σ(h) = ρ(κ−1(h)).
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Let ρW
s denote W s with the action ρ and σW

s denote W s with the action σ. If
we define S : ρW

s → σW
s by

S(w0, . . . , ws−1) = (Ssws−1, w0, . . . , ws−2),

then S is an H-equivariant orthogonal map and 〈S〉 ∼= Z` (since (Ss)l/s =
(S`, . . . , S`) = IW s).

Define the linear map E : W s → V by

E(w0, . . . , ws−1) =
s−1
∑

j=0

Sjwj.

Lemma 10.7.16.

(1) E : ρW
s → V̄ is an H-equivariant linear isomorphism.

(2) E ◦ S = S ◦ E.
(3) (V̄ , 〈H,S〉) ≈ (W s, 〈H,S〉), where we take the ρ-action of H on W s.

Proof. Since S ∈ LH(ρV , σV ), we have Sj(δjhδ−jwj) = hSjwj, j ≥ 0.
Hence E is H-equivariant. Moreover, E restricted to each factor of W s is an
embedding and, since the factors are non-isomorphic H-representations, it follows
that E is an H-equivariant embedding onto the corresponding isomorphic factors
in V . Obviously, E(W s) is S- and H-invariant and so E(W s) = V̄ by the 〈H,S〉-
irreducibility of V̄ . The remaining statements are routine computations which
we leave to the reader. �

Granted lemma 10.7.16, it is not difficult to figure out the irreducible repre-
sentations of (V̄ , 〈H,S〉) ≈ (W s, 〈H,S〉) that can arise in our situation (a general
classification is given in [111, section 7] but the approach there is more general
and not directly tied to the operators S).

Elementary irreducible representations of 〈H,S〉. We say that the represen-
tation (W s, 〈H,S〉) (or (V̄ , 〈H,S〉) is elementary if the representation κ0 : H →
O(W ) is irreducible. In this case, each κj is irreducible. Since 〈H,Ss〉 preserves
the factors of W s, each factor will be an irreducible 〈H,Ss〉-representation (since
it is already irreducible as an H-representation). If (W,H) is absolutely irre-
ducible then it is not hard to see that (W s, 〈H,S〉) is also absolutely irreducible.
If (W,H) is irreducible of complex type then (W s, 〈H,S〉) may be absolutely irre-
ducible or irreducible of complex type. Finally, if (W,H) is irreducible of quater-
nionic type, then (W s, 〈H,S〉) may be irreducible of complex type or quaternionic
type. (We indicate how to establish the results for (W,H) irreducible of complex
or quaternionic type in example 10.7.22 below.)

It is possible to obtain results on the number of different representations of
each type. This can be done by making appropriate changes to L (the general
theory is sketched in the next section, see also [111]). Here we give some partial
results for the easiest case when (W,H) is absolutely irreducible and S = L.
Suppose first that `/s is odd. Since L = δ−1A, if we change A to −A then L
changes to −L. If s is even then a case by case check shows that if ` = k or
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` = 2k and k is even, then the representation (W s, 〈H,S〉) is unchanged. In all
other cases, the order of 〈L〉 changes when we switch L to −L. This is generally
true: if `/s is odd there is exactly one elementary representation (W s, 〈H,S〉).
The case `/s even is a little trickier. If s is odd, then we can find two non-
isomorphic representations just by changing L to −L (or A to −A). Generally, it
can be shown that if `/s is even there are either two elementary representations
(W s, 〈H,S〉) or none.

Exercise 10.7.17. Show that if (W s, 〈H,S〉) is irreducible, (W,H) is irre-
ducible of complex type and L is C-linear, then by varying A (equivalently,
F : E → E) we can find `/s distinct representations of 〈H,S〉 on W s which
are irreducible of complex type. In all cases we will have 〈S〉 ∼= Z`, ` = k.

Non-elementary representations of 〈H,S〉. We continue with the notational
conventions of the previous subsection. Given the irreducible representation κ0 :
H → O(W ), we let jW denote the space W together with the (orthogonal) action
defined by κj, j ∈ Z. In particular, 0W will denote the space W together with
the action defined by κ0. We remark that for all j ∈ Z we have

LH(jW, jW ) = LH(0W, 0W ),(10.8)

LH(0W, sW ) = LH(jW, j+sW ).(10.9)

In view of (10.8), we may let LH(W,W ) unambiguously denote LH(jW, jW )
for all j ∈ Z. If K ∈ LH(0W, sW ), then BK,KB ∈ LH(0W, sW ) for all
B ∈ LH(W,W ). Let O(0W, sW ) denote the subset of LH(0W, sW ) consist-
ing of orthogonal maps (O(0W, sW ) is non-empty by lemma 10.7.6). Suppose
K ∈ O(0W, sW ). We define K? : LH(W,W )→ LH(W,W ) by

K?(B) = KBK−1, B ∈ LH(W,W ).

Since (W,H) is irreducible, LH(W,W ) = D is a real division algebra isomorphic
to one of R, C, H (theorem 2.7.14). The morphism K? is an automorphism of
D. Since K?(1) = 1, it follows that if (W,H) is absolutely irreducible (D = R)
then K? is the identity. If (W,H) is irreducible of complex type, then K?|R is
the identity. Hence K?(ı) = ±ı since K?(ı2) = −1. It follows there are two
possibilities: either K? is the identity or K? is complex conjugation. Finally, if
(W,H) is irreducible of quaternionic type then K? is conjugation by a quaternion.
In this case, we can always compose K with an element A of LH(W,W ) ∼= H so
that (KA)? = 1. We sum up these arguments in the following lemma.

Lemma 10.7.18.

(1) If (W,H) is absolutely irreducible and K ∈ O(0W, sW ), then BK = KB
for all B ∈ LH(W,W ).

(2) If (W,H) is irreducible of complex type and K ∈ O(0W, sW ) then either
(a) BK = KB for all B ∈ LH(W,W ) (“(W,H) is of inner complex

type”), or
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(b) B̄K = KB for all B ∈ LH(W,W ) (“(W,H) is of outer complex
type”).

(3) If (W,H) is irreducible of quaternionic type, then there exists K ∈
O(0W, sW ) such that BK = KB for all B ∈ LH(W,W ).

If K ∈ O(0W, sW ) satisfies the commutativity conditions of lemma 10.7.18,
we call K a central element (of O(0W, sW )).

Lemma 10.7.19. Suppose that K ∈ O(0W, sW ) is a central element. Then K
is a central element of O(jW, j+sW ) for all j ∈ Z.

Proof. Immediate from (10.8,10.9). �
Let (U,H) be the sum of p-copies of (W,H), p ≥ 1. We say that K ∈

O(U s, U s) ⊂ LH(0U
s, sU

s) is a central element if KB = BK (respectively, KB =
BK) when (W,H) is not of outer complex type (respectively, is of outer complex
type) for all B ∈ LH(U s, U s). An an immediate consequence of our definitions
we have

Lemma 10.7.20. If K ∈ O(0W, sW ) is a central element, U = W p, and we
define K = ⊕s−1

j=0K
p ∈ O(U s, U s), then K is a central element.

If K ∈ O(0W, sW ) then Kk/s ∈ O(0W, 0W ) ⊂ LH(W,W ) ≈ D. We may use
the equivariance of Kk/s to show that we may require central elements to be of
order either k/s or 2k/s.

Lemma 10.7.21. Let K ∈ O(0W, sW ) be a central element.

(1) If (W,H) is absolutely irreducible, then Kk/s = ±IW . If k/s is odd, we
can choose K so that Kk/s = IW .

(2) If (W,H) is irreducible of complex type, then
(a) If (W,H) is of inner complex type, we can choose K so that Kk/s =

IW .
(b) If (W,H) is of outer complex type, then k/s is even and Kk/s =
±IW .

(3) If (W,H) is quaternionic, then Kk/s = ±IW .

Proof. The first part of (1) is obvious since Kk/s ∈ LH(W,W ) is orthogonal.
If k/s is odd and Kk/s = −IW , then (−K)k/s = IW . (2) If (W,H) is of inner
complex type then Kk/s = αIW , where |α| = 1. Replace K by the central
element uK where αuk/s = 1. If (W,H) is of outer complex type, then k/s
is even since Kk/s ∈ LH(W,W ) is C-linear and K is conjugate complex linear.
Since K is conjugate complex linear it follows that Kk/s = αIW , α ∈ R and so
Kk/s = ±IW . Finally, if (W,H) is quaternionic, Kk/s = αIW commutes with
elements of LH(V, V ) ≈ H and so α ∈ R. Hence Kk/s = ±IW . �

Example 10.7.22. Suppose that (W s, 〈H,S〉) is an elementary irreducible
representation and (W,H) is irreducible of complex type. Set K = Ss|0W . If
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K is C-linear, then (W,H) is of inner complex type and K is a central ele-
ment. Hence (W, 〈H,K〉) is irreducible of complex type and it is easy to see
that (W s, 〈H,S〉) is irreducible of complex type. If K is not C-linear, then it fol-
lows from lemma 10.7.18 that (W,H) is of outer complex type and K is conjugate
complex linear and a central element. Hence (W, 〈H,K〉) is absolutely irreducible
and we deduce that (W s, 〈H,S〉) is absolutely irreducible.

If (W,H) is irreducible of quaternionic type, then (W, 〈H,K〉) is irreducible
of quaternionic type if and only if K is central. As we have already shown
(proposition 10.7.11), this is a non-generic situation which corresponds to the
automorphism of H determined by K being the identity. If K is not central, then
(W, 〈H,K〉) is irreducible of complex type and so also is (W s, 〈H,L〉).

Exercise 10.7.23. Use lemma 10.7.21 to complete the classification of el-
ementary irreducible representations. In particular show that (a) if (W,H) is
absolutely irreducible then if `/s is even then the number of associated elemen-
tary representations is either 2 or 0, and (b) if (W,H) is of quaternionic type
there are [`/2s] distinct associated elementary representations.

Theorem 10.7.24 ([111, Theorem 7.10]). Suppose that (V̄ , 〈H,S〉) is irre-
ducible and not an elementary representation. If (W,H) is an irreducible subrep-
resentation of (V̄ , H) of order s, we have

(1) (V̄ , 〈H,S〉) ∼= (W s, 〈H,S〉)⊕ (W s, 〈H,S〉),
(2) (W,H) is either absolutely irreducible or of outer complex type and

(a) If (W,H) is absolutely irreducible, then (V̄ , 〈H,L〉) is irreducible of
complex type.

(b) If (W,H) is of outer complex type then (V̄ , 〈H,S〉) is irreducible of
complex or quaternionic type.

Proof. Let U be the isotypic component of (V̄ , H) containing W . If the
representation of H on W is defined by κ0 : H → O(W ), let jU denote the
representation on U determined by κj, j ∈ Z. Applying lemma 10.7.16 we have

(V̄ , 〈H,S〉) ∼= (U s, 〈H,S〉).
Since (U s, 〈H,S〉) is irreducible, (U, 〈H,Ss〉) is irreducible (and conversely). In
particular, if (U s, 〈H,S〉) is irreducible and U? ⊂ U is a nontrivial H- and Ss-
invariant subspace, then U? = U .

If (W,H) is of inner complex type, then Ss : U → U is C-linear. By
lemma 10.7.20, we may choose a central element K ∈ O(U,U). Write Ss = KB,
where B = K−1Ss ∈ LH(U,U). Let α ∈ C be an eigenvalue of B and let E ⊂ U
denote the corresponding eigenspace. Since maps and spaces are complex, E will
be a C-vector subspace of U . Since B is H-equivariant, E will be H-invariant
and therefore an H-subrepresentation of U . Let E? ⊂ E be H-irreducible and
set U? = K(E?). We have

B(U?) = BK(E?) = KB(E?) = K(E?) = U?.
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Hence U? is B-invariant and so has the structure of an irreducibleH-representation
isomorphic to (W,H). Since Ss(U?) = U?, it follows by irreducibility of (U, 〈H,Ss〉)
that U = U? and so (U, 〈H,Ss〉) is elementary.

The same argument applies to show that if (W,H) is quaternionic and (V̄ , 〈H,S〉)
is irreducible, then (V̄ , 〈H,S〉) is elementary.

Suppose next that (W,H) is absolutely irreducible. Following the previous
argument, if B has a real eigenvalue then (U, 〈H,Ss〉) is elementary. On the
other hand if B has a complex eigenvalue, B has an H-invariant subspace E of
dimension 2 dim(W ). Up to a choice of sign, E carries a natural complex structure
inherited from the complex eigenvalue with respect to which B|E is complex
scalar multiplication. Setting U? = K(E), the resulting H-representation is
isomorphic to the complexification of (W,H) and (U?, 〈H,Ss〉) ∼= (W s, 〈H,S〉)⊕
(W s, 〈H,S〉) is irreducible of complex type.

There remains the case when (W,H) is of outer complex type. Since Ss : U →
U is conjugate complex linear, S2s : U → U is C-linear. Just as in the case when
(W,H) is of inner complex type, we may find an irreducible H-subrepresentation
U? ⊂ U which is S2s-invariant. Either Ss(U?) = U? or Ss(U?) 6= U?. In the
first case, (U?, H) determines an elementary representation (which is absolutely
irreducible). If Ss(U?) 6= Ss(U?), then U? + Ss(U?) must be of dimension twice
that of W and U? + Ss(U?) = U by irreducibility. �

Remarks 10.7.25. (1) If (W,H) is absolutely irreducible or of outer complex
type then (W s, 〈H,S〉)⊕ (W s, 〈H,S〉) need not be irreducible. In the case when
(W,H) is absolutely irreducible, we obtain irreducibility of the sum if and only
if the matrix B of the proof of theorem 10.7.24 has complex eigenvalues. In the
outer complex case, the representation may be irreducible of complex or quater-
nionic type. It is also possible that (W s, 〈H,S〉) decomposes into the sum of two
irreducible representations of complex type. Indeed, this possibility is suggested
by the proof of theorem 10.7.24. We refer to [111, Remark 7.13] for details on
this point.
(2) It follows from the proof of theorem 10.7.24 that if (V̄ , 〈H,S〉) is not ele-
mentary then the representation is not absolutely irreducible. As indicated in
the previous remark, the representation can be irreducible of complex type or
quaternionic.

Examples 10.7.26. (1) We look at possibilities that can occur when H = Dn,
G = D2n and n ≥ 2 is even (this, and the next example, are based on [111, section
8]). We emphasize in what follows that we regard irreducible representations
〈H,L〉, 〈H,L′〉 on V as distinct if either (V, 〈H,L〉) and (V, 〈H,L′〉) are not
isomorphic or (V, 〈H,L〉) and (V, 〈H,L′〉) are isomorphic but 〈L〉 and 〈L′〉 are
not isomorphic.

For θ ∈ R, we let Rθ ∈ SO(2) denote rotation through θ and κ ∈ O(2) denote
reflection in the x-axis (or complex conjugation). We recall that κRθ = R−θκ for
all θ ∈ R.
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If we embed Dn in the standard way in O(2), then generators for Dn are given
by R2π/n and κ.

There are precisely n
2

+ 3 irreducible real representations of Dn and they are
all absolutely irreducible. Four of the representations are one dimensional. These
are the representations ν0, ν1, νa, νb defined by

ν0(R2π/n) = 1, ν1(κ) = 1, (trivial representation)

ν1(R2π/n) = 1, ν1(κ) = −1,

νa(R2π/n) = −1, νa(κ) = 1,

νb(R2π/n) = −1, νb(κ) = −1.

(If n is odd, we do not get the representations νa, νb.) The n
2
−1 two-dimensional

absolutely irreducible representations ξj of Dn are defined by

ξj(R2π/n) = R2πj/n, ξj(κ) = κ, 1 ≤ j < n/2.

If δ ∈ D2n \Dn, then δ /∈ CDn(D2n) (this uses n even, if n is odd we may take
δ = Rπ = −I). On the other hand, δ2 ∈ CDn(D2n) provided that δ is a reflection.
Hence k = 2. For δ we may take any reflection from D2n which does not lie in
Dn. We choose δ = Rπ/nκ and note that δ = δ−1.

Next we look at the representations 〈Dn, L〉 on ν1, . . . , ξn/2−1 associated to δ.
We start with the two-dimensional representations ξj, 1 ≤ j ≤ n/2. We claim
that the order of each of these representations is one. This amounts to showing
that there exists a nonzero L : R2 → R2 such that

(10.10) L(R2π/nv) = δR2π/nδ
−1Lv, L(κv) = δκδ−1L(v), (v ∈ R2).

Using the relation κRθ = R−θκ, we find that L = ±Rπ/nκ = ±δ are the unique
orthogonal maps satisfying (10.10). All of this translates immediately to the
twisted product D2n ×Dn R2. In particular, the group 〈Dn, L〉 is isomorphic to
Dn o Z2

∼= D2n if L = Rπ/nκ or n is even. (If n is odd and L = −Rπ/nκ then
L ∈ Dn and so 〈Dn, L〉 = Dn.) Since (±L)2 = IR2 , ` = 2. We have constructed
n−2 distinct elementary absolutely irreducible representations of 〈Dn, L〉 on R2.

Similarly, the one dimensional representations ν0, ν1 have order one and, with
L = ±1, we obtain four distinct elementary absolutely irreducible representations
of Dn o Z` on R, where ` = 2 if L = −1. In these cases, the action of Dn is
not faithful and so, viewed as matrix representations, k = 1 and nothing really
changes unless the representation is ν0 and L = −1.

Finally, we consider the representations νa, νb. We find that νa and νb both
have order two and δνaδ = νb (since δR2π/nδ = R−1

2π/n and δκδ = R2π/nκ). Since

δνa = νbδ, we can take L = (δ,±δ). In matrix form, on νa ⊕ νb,

L =

(

0 1
±1 0

)

.

We have 〈Dn, L〉 ∼= D4 and acting on R2 in the standard way. If we take
L = (δ, δ), then ` = 2, otherwise ` = 4 (L2 = −I). We count two distinct
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irreducible representations. This gives us a total of n + 4 absolutely irreducible
representations of 〈Dn, L〉.
(2) We look at possibilities that can occur when H = Zn, G = Dn. We fol-
low the notation of the previous example and let R2π/n denote the generator for
Zn ⊂ SO(2).

If n is odd. there are (n+1)
2

irreducible representations ν0, ξ1, . . . , ξ(n+1)/2 of
Zn. Here ν0 is the trivial 1-dimensional representation and the representations ξj
are two-dimensional of complex type and defined by

(10.11) ξj(R2π/n) = R2πj/n, 1 ≤ j < n/2.

If n is even, we have two one-dimensional absolutely irreducible representations
ν0 (the trivial representation) and ν1, defined by ν1(R2π/n) = −1. There are
n
2
− 1 two-dimensional irreducible representations ξj of complex type, defined by

(10.11).
If δ ∈ Dn \ Zn then δ /∈ CZn(Dn) and δ2 = I, Hence k = 2 and we may

take δ = κ (complex conjugation). The complex representations ξj are all of
order one and of outer complex type. We may take L = δ, so L2 = I, and
` = k = 2. Summarizing, each irreducible representation ξj determines a two-
dimensional absolutely irreducible representation of 〈Zn, L〉 ≈ Dn. It remains to
consider the one dimensional representations of Zn. In this case we obtain two
distinct irreducible one-dimensional representations of 〈Zn, L〉. The first will be
the trivial representation with ν0 and L = I (or ν1 and L = −1), the second will
be with ν0 and L = −1 (or ν1 and L = 1). Note that in this example it is not
possible to have ` = 4.

We conclude with two examples showing how we may apply these ideas to
bifurcation of relative periodic orbits. Again these examples are closely based
on the article by Lamb and Melbourne [111] and the reader should consult that
work for a more complete set of examples.

Examples 10.7.27. (1) TakeG = D2n, H = Dn and assume n is even. We fol-
low the notation of examples 10.7.26(1). Let (V,H) = νa⊕νb. We have 〈H,L〉 ∼=
D4, where L = (δ,±δ). Suppose that Pλ = Lhλ, where hλ ∈ DiffD4(V, V ) is a
normalized family. Thus Dh0 = IV . We apply the results of the previous section
to deduce that there exists an open and dense subset S(V,D4) consisting of sta-
ble families. Each hλ ∈ S(V,D4) will be 3-determined and have a signed indexed
branching pattern B(h). In figure 1 we indicate fixed points of hλ together with
their isotropy groups (with respect to G).

If L = (δ, δ), then L2 = IV and so all the non-trivial periodic points of Lhλ will
be points of prime period two, that is fixed points of L2h2

λ = Pλ – the associated
Poincaré map. Consequently, when we break the normal form symmetry 〈L〉, we
will see bifurcation to periodic orbits of approximately the same period as the
original periodic orbit. The isotropy of the new periodic orbits will be as labelled
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4π /nR< >

4π /nR κ< >, Dn/2=

Zn/2=

Figure 1. Fixed points of hλ

in figure 1. If L = (δ,−δ), then L2 = −IV and so −h2
λ = Pλ and we get period

doubling.
In all cases, it is easy to work out the (spatiotemporal) symmetry group Gγ of

the periodic orbits γ. If L2 = IV and points on γ have isotropy Dn/2 (respectively,
Zn/2), then Gγ = Dn/2 (respectively, Dn/2). If L2 = −IV , and points on γ have
isotropy Dn/2 (respectively, Zn/2), then Gγ = Dn (respectively, Z2n).
(2) We look at an example where there is a Hopf bifurcation of the Poincaré map.
Suppose that G = 〈Rπ/2, κ〉 = D4, H = 〈Rπ, κ〉 = D2 and H ⊂ G ⊂ O(2) in
the standard way. Let δ = Rπ/2κ. If we take the standard reducible complex
representation of D2 on V = C2, then L2 = −IV and S2 = IV . We find that as
generators for the action of 〈D2, S〉 on V = C2, we may take

Rπ =

(

−1 0
0 −1

)

, κ =

(

0 1
1 0

)

, and S =

(

1 0
0 −1

)

Obviously 〈D2, S〉 ∼= D4. Assuming no resonances, we start by analysing families
hλ ∈ DiffD4×S1(V ) with dh0(0) = ıIV . Applying the results of the previous section
there exists an open and dense subset S(V,D4) consisting of stable families. Each
hλ ∈ S(V,D4) will be d-determined (d ≥ 3 – example 5.6.27). If hλ ∈ S(V,D4)
there will be three three branches of normally hyperbolic invariant circle (corre-
sponding to maximal isotropy groups for the action of D4 on V . There is also
the possibility of submaximal branches as well as branches of normally hyper-
bolic invariant 2-tori (see example 5.6.27 for the vector field case). It is not hard



392 10. APPLICATIONS OF G-TRANSVERSALITY TO BIFURCATION THEORY II

to compute the isotropy groups of the branches (we refer the reader to [111,
Example 6.5] for details). When we go to the Poincaré map – still keeping the
S1-normal form symmetry – we will see branches of normally hyperbolic 2-tori
(and 3-tori when there are submaximal branches). When we break normal form
symmetries at high order, the branches will persist as branches of group invari-
ant normally hyperbolic submanifolds (this uses strong determinacy). However,
finding the detailed structure of dynamics of flow invariant group orbits can be
challenging – there are possibilities of phase locking, quasi-periodic flow or even
chaotic dynamics [167].

10.8. Notes for chapter 10

The extension of equivariant transversality arguments to allow for bifurca-
tion to relative equilibria (as opposed to branches of equilibrium G-orbits) first
appeared in [57]. A more complete presentation, which includes a proof of the
strong determinacy theorem and allows for complex representations is in [60].
After Ruelle’s pioneering work [151], bifurcation from relative equilibria was first
systematically studied by Krupa [105] who introduced the ‘tangent and normal
form’ for a vector field. The extension of equivariant transversality arguments to
the bifurcation theory of maps first appears in [62]. Applications are given to
the equivariant Hopf bifurcation and normal forms (strong determinacy). Lamb,
Melbourne and Wulff [111, 115, 113, 183, 112] have recently made signifi-
cant progress in the understanding of bifurcation from relative periodic orbits,
including the case of proper G-actions. In our brief introduction to some of their
work, we downplay the study of drift dynamics and reduce to the analysis of the
Poincaré map of a discrete rotating wave (as in [111]). However, it is possible
to avoid discussion of bifurcation of maps and instead reduce to problems about
bifurcation from relative equilibria and skew product dynamics. The reduction to
vector fields due to Takens [168] and has been adopted by Lamb, Melbourne and
Wulff in their more recent work (see [112] for a good description of alternative
approaches).
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(1996), 145–153.

[154] G W Schwarz. ‘Smooth functions invariant under the action of a compact Lie group’,
Topology 14 (1975), 63–68.

[155] G W Schwarz. ‘Lifting smooth isotopies of orbit spaces’, Publ. I.H.E.S. 51 (1980), 37–135.
[156] G W Schwarz. ‘Algebraic quotients of compact group actions’, J. Algebra 244(2) (2001),

365–378.
[157] W R Scott. Group Theory (Dover Publications, 1987).
[158] J-P Serre. Linear Representations of Finite Groups (Springer-Verlag, New York, 1977).
[159] M Shub. ‘Structurally stable diffeomorphisms are dense’, Bull. Amer. Math. Soc. 78 (5)

(1972), 817–818.
[160] M Shub and D Sullivan. ‘Homology theory and dynamical systems’, Topology 14 (1975),

109–132.
[161] M Shub and A Wilkinson. ‘Pathological Foliations and Removable Zero Exponents’, Inv.

Math. 139 (2000), 495–508.
[162] S Smale. ‘On gradient dynamical systems’, Annals of Math. 74(1) (1961), 199–206.
[163] S Smale. ‘Differentiable dynamical systems’, Bull. Amer. Math. Soc. 73 (1967), 747–817.
[164] S Smale. ‘Stability and isotopy in discrete dynamical systems’, Dynamical Systems (edited

by M M Peixoto), Academic Press, New York (1973), 527–530.
[165] I Stewart. ‘Symmetry breakthrough’, Nature 341 (6241), 5 October, 1989.
[166] J W Swift. ‘Hopf bifurcation with the symmetry of the square’,Nonlinearity 1 (1988),

333–377.
[167] J W Swift and E Barany. ‘Chaos in the Hopf bifurcation with tetrahedral symmetry:

Convection in a Rotating Fluid Layer with Low Prandtl Number’, Eur. J. Mech., B/Fluids
10 (2)-Suppl. (1991), 99–104.

[168] F Takens. ‘Forced oscillations and bifurcations’, Comm. Math. Inst. Univ. Utrecht 3
(1974), 1–59.

[169] C B Thomas. Representations of Finite and Lie groups (Imperial College Press, 2004).
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Index of Notational Conventions

Z integers, N set of nonnegative integers, N+ = {n ∈ Z | n > 0}
R real numbers, R+ strictly positive real numbers
R? multiplicative group of nonzero real numbers
C complex numbers, C? multiplicative group of nonzero complex numbers
n the set {1, . . . , n}
H quaternions
|G| order of a finite group
G0 identity component of topogical group G
(H) congugacy class of subgroup H
(X,G) G-space X
XH fixed point space of H, H ⊂ G
(V,G) G-representation V
Xτ points in X with isotropy type τ
ι(x) isotropy type of x
O(X,G) the set of isotropy types of (X,G)
O?(X,G) the set of proper isotropy types of (X,G) (page 79)
Z(G) center of G
NG(H) (or N(H)) normalizer of H in G
CG(H) centralizer of H in G
H CG H is a normal subgroup of G
H o J semidirect product of H and J (H CH o J)
Aut(G) automorphism group of G
Lg left translation
Rh right translation
g Lie algebra of G
LX Lie derivative
[X,Y ] Lie bracket of vector fields X and Y
Zn cyclic group of order n ≥ 1
Dn dihedral group of of order 2n
B(X) group of bijections of X
Iso(X) isometry group of X
Sn symmetric group of degree n
An alternating group of degree n
GL(V,F) general linear group (field F)
GL(V ) general linear group (field R or C)
GL(n,R) general linear group GL(Rn)
GL(n,C) general linear group GL(Cn)
M(d, d) space of d× d matrices
M(p, q;F) space of p× q matrices over F
S1 group of complex numbers of unit modulus (≈ SO(2))
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Tn n-dimensional torus
G′ determinant one subgroup of G ⊂ GL(n,R) SO(n) special orthogonal group of degree n
O(n) orthogonal group of degree n
SU(n) special unitary group of degree n
U(n) unitary group of degree n
E(n) Euclidean group of Rn
SE(n) special Euclidean group of Rn
SL(V ) special linear group
SL(n,R) special linear group of degree n
SL(n,Z) special linear group of degree n, components in Z
Hn hyperoctahedral group, group of signed permutation matrices
E parameter set for axes of symmetry of Hn

∆n group of orthogonal diagonal matrices (entries ±1)
PGL(n,C) projective linear group
PGL(n,R) real projective linear group
GL(n,Fpn) group of invertible n× n with entries in Fpn (field with pn elements)
Aff1(F) group of affine isomorphisms of field F
〈g1, . . . , gk〉 subgroup generated by g1, . . . , gk ∈ G
LFG(V,W ) G-equivariant F-linear maps from V to W
LG(V,W ) G-equivariant R-linear maps from V to W
P d(V, V ) homogeneous polynomial maps of degree d
P (d)(V, V ) polynomial maps of degree d
d(v,G) critical degree
PG(V,W ) space of G-equivariant polynomials from V to W
P (V )G R-algebra of polynomial G-invariants on V
Jd(X) the d jet of X at x = 0
C∞G (V,W ) space of smooth (C∞) G-equivariant maps from V to W
C∞(V )G space of smooth (C∞) G-invariants on V
C∞G (V × R) smooth 1-parameter families of G-equivariant vector fields on V
(V,G) C∞G (V × R)
V0(V,G) normalized families of vector fields on V
Gx G-orbit of a point
GA G-orbit of set A
M/G orbit space of G-space M
G×H X twisted product
iGHX induced G-space
S(V ) unit sphere in V
Sn unit sphere in Rn+1

PQ phase vector field
[γ] equivalence class of branch
sgn sign function (of branch)
ind index function (of branch)
Σ(X) branching pattern of X
Σ?(X) signed indexed branching pattern of X
Z(X) zero set of vector field X
Γ(k + 1) section 4.11.1
D(p, q, r) section 4.11.1
F equivariant generating set (Section 6.6)
t transversality symbol (page 68,173)
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tG G-transversality symbol
exp exponential map of Lie group or Riemannain manifold
τM : TM →M tangent bundle of M
MΠ principal isotropy type
τ?M : T ?M →M cotangent bundle of M
O(M,G) isotropy types for G-manifold M
< partial order on O(M,G)
≺ relation on O(M,G)
ad : g→ L(g, g) adjoint Lie algebra representation (page 15)
Ad : g→ L(g, g) adjoint representation of G (page 70)
d∂ distance to boundary of set (page 127)
PQ complex phase vector field (page 153)
P (V ) complex projective space (page 153)
Pn(C) n-dimensional complex projective space (page 153)
jf r-jet extension map (page 172)
Jr(M,N) bundle of r-jets
Lds(Rp,Rq) symmetric d-linear maps (page 171)
γF map γF : C∞G (V,W )→ Rk
M(M∞) maximal ideal of P (V )G (C∞(V )G

U PG(V,W )/mPG(V,W ) (page 180)
Π Π : C∞G (V,W )→ U (page 180)
AA,A′ page 181
ϑ universal polynomial (page 184)
ΣF = Σ universal variety (page 184)
ΓFf graph map (page 185)
gτ dimension of G-orbit of isotropy type τ
nτ dimension of N(H)/H, where H ∈ τ
A stratification of U page 194
AF stratification of Rk page 194
DiffG(W ) group of equivariant diffeomorphisms of W (page 198)
tG G-transversality symbol (page 201)
Rτ the intersection ∂Στ ∩ Rk (page 204)
KG(V ) weakly stable families (page 213)
Aτ Whitney stratification of Rτ (page 215)
Rw(d), dw (page 216)
KG(ρV , σV ) weakly stable reversible families (page 218)
P generators for R-algebra of invariants (page 220)
P1(R`,Rk) affine linear maps from R` to Rk (page 220)
Pr(R`,Rk) polynomial maps from R` to Rk (page 221)
H(V ) space of hyperbolic linear maps (page 222)
γP,Fr (f), γr(f) r-jet ‘coefficient’ map (page 226)
AP,Fr (Q) = Ar(Q) induced stratification of Pr(Rk,R`) (or Ũ−1

r (Q)G) (page 226)
Mr+1 ideal of polynomials vanishing to order r (page 227)
K1
G(V ) stable families (page 229)
AP,Fr induced stratification of ΣG1 = Ũ−1

1 (Z1)G (page 229)
f tG,r Q rth approxaimation to equivariant gneral position (page 235)
∆τ representative group orbit odf isotropy type τ (page 236)
C∞(M,N) space of smooth maps (page 170)
C∞G (M,N) space of smooth G-equivariant maps (page 243)
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C∞G (TM) space of smooth G-equivariant vector fields on M (page 243)
DiffG(M) space of smooth G-equivariant diffeomorphisms of M (page 196,243)
W s(Σ) stable manifold of relative periodic orbit Σ (page 248)
Z(G) cyclic subgroups of G/G0 (page 250)
rk(G,X) dimension of Cartan subgroup of type X (page 250)
con(G,X) number of connected components of Cartan subgroup of type X (page 250)
A set of eigenvalues of A (page 257)
spec(A) reduced spectrum of linear map A (page 257)
spec(f, α) (reduced) spectrum at relative fixed set (page 257)
vspec(A) v-reduced spectrum of linear map A (page 265)
vspec(X,α) reduced v-spectrum of X (page 266)
Prin(K,S1) isomorphism classes of principal K-bundles over S1 (page 268)
FB(G,H, S1) isomorphism classes of fibre gundles over S1 (page 269)
G1(M) diffeomorphisms of M all relative periodic orbits generic (page 261)
G?1 (M) diffeomorphisms of M all relative periodic orbits ?-generic (page 261)
G2(M) generic diffeomorphisms of M (page 264)
G1(TM) vector fields on M all relative periodic orbits generic (page 275)
G?1 (TM) vector fields on M all relative periodic orbits ?-generic (page 275)
G2(TM) generic vector fields on M (page 276)
M(M,G) Set of G-Morse functions (page 280)
ME(M,G) Set of excellent G-Morse functions (page 280)
Σn full shift on n-symbols (page 285)
σ shift map (page 285)
S(X, f) inverse limit space of f : X → X (page 299)
Perp(f) set of points of period p for f (page 300)
Per(f) set of all periodic points of f (page 300)
Ypq local model for branched 1-manifolds (page 305)
B(Σ) set of branch points of branched 1-manifold Σ (page 306)
Γ(H) complete H-graph (page 308)
Γ?(H) augmented graph on H (page 318)
I(X) set of relative equilibria of family X (page 332)
B(X) branching pattern (page 334)
S?(V,G) stable families (page 336)
S?w(V,G) weakly stable families (page 336)
Σ? universal variety (for relative equilibria) (page 337)
ϑ? universal polynomial (for relative equilibria) (page 337)
S? canonical stratification of Σ? (page 339)
A? stratification induced on Σ?(G) = Rk (page 340)
A?i union of i-dimensional strata of A? (page 340)
K?G(V ) weakly stable families ifor relative equilibria (page 342)
K?G(ρV , σV ) weakly stable reversible families (page 347)
TGV bundle of tangent vectors to G-orbits (page 348)
K1,?
G (V ) stable families for relative equilibria (page 352)
M(V,G) space of nromalized families of maps (page 354)
F(f) set of relative fixed points of f (page 354)
B(f) branching pattern for relative fixed sets (page 355) B?(f) signed indexed branching pat-
tern for relative fixed sets (page 355) Sw(V,G) weakly stable families of maps (page 355)
S(V,G) stable families of maps (page 355)
∇ universal polynomial for maps (page 356)
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Ξ,Ξ? universal varieties for maps (page 356)
B? stratification of Rk (page 359)
Wn representations satisfying conditions (IR,C) (page 359)
M[d][G :H](V ) H-equivariant normalized families which are G-equivariant to order d (page 364)
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(d,H)-stable, 367
G-Anosov, 326
G-Morse function, 280
G-action, 19

continuous, 20
equivalent, 19
free, 22
isomorphic, 19

G-equivariant, 42
G-extension, 277
G-handlebundle, 281
G-invariant, 42
G-invariant Riemannian metric, 57
G-invariant set, 20
G-manifold, 47
G-orbit, 21
G-orbit of fixed points, 246
G-set, 19
G-space, 20
G-structurally stable, 326
G-subshift of finite type, 286, 288
G-transversality

density theorem, 205
higher order version, 236
openness, 203, 205

G-transversality of invariant manifolds, 264
G-transverse, 193, 203

families, 228
on manifold, 204

G-vector bundle, 53
H -graph, 308
r -jet extension map, 174

signed indexed branching pattern, 358

absolutely irreducible, 37
action by conjugation, 70
adjoint Lie algebra representation, 15

adjoint representation, 336
adjoint representation of G, 70
admissible family of symmetry breaking isotropy

types, 81
admissible section, 72
affine isomorphism group, 4
analytic group action, 49
analytic structure on G-manifold, 49
Anosov diffeomorphism, 48, 326
aperiodic matrix, 286
attaching a handlebundle, 282
attracting heteroclinic cycle, 129
attracting homoclinic cycle, 124
attractor of diffeomorphism, 302
augmented graph, 323
augmented graph on H, 318
automorphism, 3

inner, 3
averaging over G, 32
axis of symmetry, 207

backward branch, 77
balanced graph, 309
basic cubic equivariant, 87, 110
basic quadratic equivariant, 106
Bierstone jet transversality theorem, 222,

224
bifurcation from relative equilibria, 353
bifurcation point, 76, 214, 220

reversible family, 219, 347
blowing-up, 99
Bochner’s linearization theorem, 58
boundary attracting (repelling) saddle, 129
branch of equilibrium orbits, 239
branch of hyperbolic zeros, 78
branch of limit cycles, 353
branch of normally hyperbolic manifolds,

366
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branch of normally hyperbolic relative equi-
libria, 333

branch of relative equilibria, 333
branch of relative fixed points, 358
branch of simple zeros, 77
branch point, 305
branched 1-manifold, 303, 305
branching conditions, 79, 240, 335
branching pattern, 77, 240, 334, 358

compact Lie group, 239
computation, 120

bundle of r -jets, 221
bundle of tangent vectors to G-orbits, 348

Cambell-Baker-Hausdorff, 16
canonical flow, 270
canonical stratification, 191, 339
Cartan subgroup, 252
Cayley theorem, 2
central element, 386
centralizer, 3
centre manifold theorem, 215
centre of a group, 3
character, 33
closed map, 48
cocycle, 277
complete H -graph, 309
complete Riemannian G-manifold, 57
complete Riemannian manifold, 54
completely connected graph, 304
completely connected oriented graph, 304
complex phase vector field, 155
complex structure, 330
complexification of representation, 329
condition (W), 313
conjugate representation, 37
connected graph, 304
constructible set, 112
continuous group action, 20
contracting polynomial, 115
core bundle, 281
core disk, 282
cotangent bundle, 47
counting branches, 104
critical degree, 83
critical point set, 279
critical value set, 279

degree (of a representation), 30
degree of vertex, 304

density of maps tranverse to stratification,
69

density, openness and isotopy theorems for
G-transversality, 205

derivation, 11
determinacy, 83, 336
determinacy theorem, 231, 242, 353
determinant homomorphism, 4
differentiability

strong determinacy, 369
differentiable slice theorem, 40, 59
dihedral group, 3
direct product, 5
direction of branching, 77, 334, 358
discrete rotating wave, 271
dos Reis, 121
doubly transitive, 90
drift conjugate, 160
drift dynamics, 373
dual representation, 37

edge cycle, 128, 130
effective action, 22
elementary irreducible representations, 384
elementary symmetric functions, 86
embedding a graph, 311
equilibrium G-orbit, 238

index, 238
equilibrium group orbit, 238, 246

generic, 238
equivalence class of branch, 77, 239, 333
equivalence of branches, 77, 239, 333, 358,

367
equivariant branching lemma, 207, 340, 360

complex version, 342
equivariant flow, 46
equivariant general position

rth-approximation, 237
jets, 224

equivariant Hopf bifurcation, 169
equivariant isotopy theorem, 60
equivariant jet transversality

intrinsic formulation, 229
equivariant map, 19
equivariant normal form, 370
equivariant Omega stability, 293
equivariant structural stability, 326
equivariant transversality

higher order version, 236
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equivariant tubular neighbourhood theorem,
58

equivariant vector field, 46
Euclidean group, 3, 6, 48
Eulerian circuit, 304
Eulerian graph, 304
Eulerian path, 304
excellent G-Morse function, 280
exceptional variety, 163
exit time, 129
expanding map, 313, 325
exponential map, 70
exponential map of Riemannian metric, 55

Faa di Bruno’s formula, 223
face cycle, 130
faithful action, 22
fibre, 52
Fiedler’s theorem, 343
filtration by dimension, 191
filtration by isotropy type, 64
finite determinacy, 83, 336
finite graph, 304
finite reflection group, 84
finite reflection groups, 336
fixed point set of group action, 61
fixed point space of group action, 27
flow, 20, 46, 245
foliation, 254
forward branch, 77
free action, 22

proper, 49
Frobenius reciprocity, 27
Frobenius’s theorem, 37
frontier condition, 66
full shift, 285
fundamental domain, 122
fundamental subgraph, 309

general linear group, 2
generators of group, 5
generic relative equilibrium, 248, 265
generic relative fixed set, 248
generic relative periodic orbit, 248
generically symmetry breaking, 241, 340,

342
generically symmetry breaking isotropy type,

81, 217, 357
genericity theorems

diffeomorphisms, 261

geodesic flow, 327
gradient vector field, 279
graph transform, 117
group, 1

Abelian, 1
bijections of a set X, 2, 19
direct product, 5
generators and relations, 5
homomorphism, 3
isomorphism, 3
order, 2
semidirect product, 5
semisimple, simple, 10
subgroup, 2
topological generators, 9
wreath product, 6

group action on a graph, 308
group orbit, 21
group representation, 30

Haar measure, 18, 32
handlebundle, 281
handlebundle decomposition, 282
Hartman’s theorem, 249
heteroclinic cycle, 122, 169
heteroclinic network, 144, 169
hidden Hopf bifurcation, 137
Hilbert fifth problem, 9
homoclinic cycle, 122
homogeneous coordinates, 162
homogeneous generators, 182
homogeneous space, 22, 51
Hopf bifurcation, 169

algebraic version, 162
hidden, 137

Hopf fibration, 23, 155
Hopf-Rinow theorem, 55
hyperbolic attractor, 302
hyperbolic attractor for flow, 322
hyperbolic fixed point, 357
hyperbolic linear map, 224
hyperbolic type, 97
hyperbolic zero, 75
hyperoctahedral group, 6, 84

bifurcation, 87
equivariants, 86

index of a critical orbit, 280
index of branch, 78, 334
index of zero, 75
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induced G-space, 26
inhomogeneous generators, 182
initial vertex, 304
inner complex type, 385
inner product, 2
instant chaos, 137
intertwining map, 31
invariant

smooth invariants, 44
invariant G-orbit, 245
invariant set, 20
invariant sphere theorem, 115
invariants

hyperoctahedral group, 86
inverse limit, 8, 298
inverse limit space, 299
involution, 6
irreducible, 286
irreducible matrix, 148
irreducible of complex normal type, 332
irreducible of complex type, 37, 329
irreducible of quaternionic type, 37, 329
irreducible of real type, 329
irreducible representation, 33
isometry, 2
isometry group, 20

Riemannian manifold, 20
isomorphic representation, 31
isomorphism of branching pattern, 79, 335
isotopy lemmas for relative fixed sets, 255
isotopy theorem, 69

G-transversality, 205
isotropy

principal, 42
isotropy group, 22

conjugate property, 22
isotropy subgroup

representation, 47
isotropy type, 23, 27

admissible family, 81
generically symmetry breaking, 81
proper, 80
symmetry breaking, 81

isotypic decomposition, 35

Jacobi identity, 11
jet extension map, 221
jet notation, 83
jet space, 173

Krupa, 266
Kupka-Smale theorem

diffeomorphisms, 264
flows, 276

left translation, 12, 70
Lie algebra, 11
Lie algebra of a group, 12
Lie bracket, 11
Lie derivative, 11
Lie group, 9

analytic structure, 9, 49
closed subgroup, 17
Lie algebra, 12
Not a linear group, 10
universal cover, 10

limit cycle branches, 343
local section, 50
local stable or unstable manifold, 249
locally Euclidean topological group, 9
Lotka-Volterra equations, 122
Lyapunov function, 124

Mackey criterion, 88
maximal compact Abelian subgroup, 251
Maximal Isotropy Subgroup Conjecture, 82,

114
maximal isotropy type, 63, 207, 340

existence, 64
maximal torus, 14, 251
minimal stratification, 191
MISC, 82, 114

converse, 142, 149
counterexamples, 142

monogenic group, 251
monotypic action, 51
Montgomery, 47
Montgomery and Zippin, 9
Morse function, 280
Mostow-Palais theorem, 57

negative curved transverse to G-action, 327
neighbourhoods of a branched 1-manifold,

306
non-degenerate critical orbit, 280
non-split extension, 93
non-trivial solution branch, 77
normal form, 168, 169, 363, 369

vector fields, 152
normal form symmetry, 332
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normal form theorem
Lamb, 374, 380

normal hyperbolicity, 119
normal isotropy type, 65
normal subgroup, 3
normalized family, 76

Hopf bifurcation, 152, 331
maps, 357

normalizer, 3
normally hyperbolic, 238

diffeomorphism, 247
flow, 248

Omega set, 293
Omega stability theorem, 294
openness of G-transversality, 205
orbit map, 21
orbit space, 21
orbit space of representation, 186
orbit stratification, 27
orbit stratum, 27
orbit type, 27
orthogonal group, 2
orthogonal representation, 30
outer complex type, 385

partial order on isotropy type, 27
partially hyperbolic attractor, 325
path – in graph, 304
perfect space, 300
period of zero-one matrix, 286
perturbation lemma

relative fixed set, 261
Peter-Weyl theorem, 10
phase blowing-up, 157
phase vector field, 94, 116

complex version, 155
Poincare map, 296, 373
Poincare map or system, 271
Poincare system, 272, 373
polar blowing-up, 99
polynomial equivariant, 44, 82, 180
polynomial invariant, 44, 82

generating set, 180
Pontryagin dual, 301
principal bundle, 51
principal isotropy group, 42
principal isotropy type, 42, 63
principal orbit stratum, 63
projective groups, 4

proper G-manifold, 49
proper action, 49
proper free action, 49
proper isotropy type, 80
proper map, 48
pseudo-Anosov diffeomorphism, 326

quotient topology, 8

radial map, 83, 154
radial vector field, 100
random switching on a heteroclinic network,

146
reduced spectrum, 257

along relative fixed set, 257
multiplicity, 257

reduced v-spectrum of vector field, 266
reducible representation, 33
reflection, 41
regular family, 335
regular point, 220, 306

reversible family, 347
regular representation, 30
regular value set, 279
relative equilibrium, 246, 279, 356

dynamics, 264
genericity, 268
stability, 265

relative fixed point, 357
relative fixed set, 246

dynamics, 254
relative periodic orbit, 246, 279, 354, 356,

373
classification, 269
dynamics, 254
flow, 246

relative prime period, 246
flow, 246

relatively hyperbolic type, 97
relatively simple type, 97
representable shift dynamics, 292
representation, 30
representative generator, 253
reversible equivariant vector field, 209, 345,

356
reversible systems, 193, 344
Riemannian G-manifold, 279
Riemannian manifold, 54
Riemannian metric, 54
right translation, 12, 70
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roof function, 297
rotating wave, 159, 271
Ruelle, 114

saddle connection, 121
Schur’s lemma, 34
Schwarz’s theorem, 185
section (of flow), 296
semialgebraic set, 190
semialgebraic stratification, 191
semidirect product, 5
semiflow, 297
semisimple, 10
shift, 285
shift map, 299
Shilnikov network, 145
sign function (sgn) along branch, 77, 334
signed branching pattern, 79
signed indexed branching pattern, 79, 335
signed permutation matrices, 6
simple, 10
simple type, 97
simple zero, 75
skew equivariant, 255, 326
skew equivariant map, 288
skew extension, 277
skew product, 117, 254, 268, 278
slice

proper actions, 60
slice theorem, 40
twisted product, 41

Smale’s theorem (on horseshoes), 146
smooth G-manifold, 47
smooth equivariants, 44

generators, 180
smooth Eulerian paths, 312
smooth graph, 303, 308
smooth invariant, 180
smooth structure on orbit space, 186
solenoid, 8, 315
solution branch, 76

equivalence, 77
solution curve, 76
space of r -jets, 173
spatiotemporal symmetry, 159
special linear group, 4
special orthogonal group, 2
special orthogonal group of degree 2, 4
special unitary group, 2
spherical polar coordinates, 99

spherical simplex, 122
spherical vector field, 100
split (extension), 5
splitting theorem, 185
stable branching pattern, 79, 335
stable family, 79, 120, 335

stability theorem, 231, 242, 352
stable indexed branching pattern, 79
stable manifold theorem, 249
stratification by isotropy type, 27
stratification by normal isotropy type, 65,

69, 191
stratification of set, 66
stratified sets

isotopy theorem, 69
stratum, 66
stratumwise transversality, 69, 176, 197, 203,

205
strong d -determinacy, 368
strong d -stability, 367
strong determinacy, 181, 215, 367
strong stability theorem, 368
strongly H -determined, 368
structural stability, 119
structurally stable, 115
subcritical branch, 77, 240, 334
subgraph, 304
subgroup, 2

normal, 3
subgroups of the hyperoctahedral group, 88
subshift of finite type, 147, 285, 286
supercritical branch, 77, 240, 334
suspension, 48, 295

relative fixed point, 296
suspension flows

Mobius band, 296
suspension of graph, 322
symmetric group, 2
symmetric hyperbolic attractor, 316, 322
symmetry breaking isotropy type, 81, 217,

241, 342, 357
symmetry group of set, 302

tangent and normal decomposition, 267
tangent and normal form, 353
tangent bundle, 47
tangent bundle of embedded branched 1-

manifold, 306
Tarski-Seidenberg theorem, 190
terminal vertex, 304
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Thom jet transversality theorem, 222
time reversible

example, 197
time reversing symmetries, 344
topological conjugacy, 115
topological equivalence, 115
topological generators, 9
Tm, 11
compact semisimple Lie group, 11

topological group, 7
identity component, 7

topological Markov chain, 285
topologically conjugate, 115, 160
topologically cyclic group, 251
topologically equivalent flows, 115
topologically mixing, 286, 300, 315
topologically transitive, 300
torus, 4
transient (set), 129
transitive, 22, 300, 302, 315
transitive matrix, 286
transversality, 175

basic properties, 175
transversally hyperbolic, 238, 293
transverse, 175
transverse bundle, 281
transverse disk, 282
triadic solenoid, 301
triangulation of orbit space, 284
trivial branch, 76, 239, 333
trivial branch of fixed points, 357
trivial representation, 30
trivialization, 52
tubular neighbourhood, 56
tubular neighbourhood theorem, 55
twisted product, 25, 41, 52, 53, 279

graph, 310
type-X subgroup, 252

unitary group, 2
unitary representation, 31
universal polynomial, 186

relative equilibria, 337
universal variety, 186

dimension estimates, 192
partition by isotropy type, 192
relative equilibria, 337
reversible systems, 346

v-reduced spectrum, 265

vector bundle, 53
twisted product, 53

vertex loop, 323

weak determinacy, 84, 218, 241
reversible systems, 220, 348

weak determinacy theorem
relative equilibria, 343

weak stability, 79, 241, 335
genericity, 216
reversible systems, 220
reversible vector fields, 219

weak stability theorem, 342
weak stability theorem for maps, 362
weakly regular family, 335
Whitney condition (a), 67
Whitney condition (b), 67
Whitney cross ratio, 178
Whitney regular stratification, 67
Whitney regularity conditions, 66
Whitney stratification of orbit space, 186
Whitney topology, 172
Worfolk, 137
wreath product, 6

zero-one matrix, 286


