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@ a geophysical prelude

@ idea: evolve densities, not noisy trajectories
(*]



“Traditionally, a statistical quantity is obtained from an ensemble
average of sample realizations of the turbulence”

instead:

“statistical state dynamics (SSD) takes probability density
function (pdf) as a state variable. Its dynamics has one and
only one fixed point (- - - polar jet- - - ), and only SSD equations
reveal it” (huh?)

“the Fokker-Planck equation is intractable for representing complex system
dynamics” (that is what we’ll use in this talk :)

@ B F Farrell and P J loannou, Statistical State Dynamics: a new
perspective on turbulence in shear flows; arXiv.org:1412.8290


http://arxiv.org/abs/1412.8290

o take 2-layer baroclinic turbulence model

@ truncate SSD to the first two cumulants: mean flow,
perturbation state covariance C

@ closure (drop higher cumulants) by stochastic forcing Q
@ Lyapunov equation

C;? = AC+CA" + ¢Q, A = linearized flow
makes entry into climate science (at a baby level, enfin!)

as the attractive fixed point of SSD




fixed point SSD

works on Jupiter
see the breakfast talk min 37:00 to 44:00



https://vimeo.com/125907095

the same video, continued :
@ every 13.5 months equatorial winds reverese direction

@ SSD explanation: Hopf bifurcation to an attractive limit
cycle




Science originates from curiosity and bad eyesight.

— Bernard de Fontenelle,
Entretiens sur la Pluralité des Mondes Habités

every physical problem is coarse partitioned by noise
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every physical problem is coarse partitioned by noise

@ any physical system experiences (some kind of) noise
@ any numerical computation is ‘noisy’
@ any prediction only needs a desired finite accuracy



dynamics + noise: unique coarse-grained partition

reasonable to assume that the noise

is uniform,
leading to a uniform grid partition of the state space

in dynamics, this is wrong!
noise always has memory




dynamics + noise: unique coarse-grained partition

noise memory

accumulated noise along dynamical trajectories
always coarsens the state space nonuniformly




dynamical system

state space

a manifold M € R? : d numbers determine the state of the
system

representative point

x(t) e M
a state of physical system at instant in time




map f!(xp) = representative point time ¢ later

f maps a region M; of the state space into the region f{(M;)

v




the (well known) key formula that we now derive:

Qn+1 — MnQnMrZ— + An

density covariance matrix at time n: Q,
noise covariance matrix: A,
Jacobian matrix of linearized flow: M,

Lyapunov equation, doctoral dissertation 1892
Ornstein-Uhlenbeck 1930
Kalman filter ‘prediction’ 1960



dx = v(x) dt + o(x) dé(t)

X a point in state space M
v(x) the deterministic velocity field or ‘drift’
dé(t) the standard Brownian noise, uncorrelated in time

(d&i(t') dEjf (1) = a38(t — t')at

anisotropic, state dependent and multiplicative
strength given by

diffusion matrix o(x), or

noise covariance matrix is A(x) = oo '




assume the noise is weak
(i.e., deterministic dynamics dominates for short times)

focus on behavior in the vicinity of an equilibrium point
(the argument is valid for any orbit of the system)

@ consider the action of the deterministic dynamics

Q consider the action of the noise
as if the dynamics were absent

Q the noise and deterministic dynamics combined describe
the noisy flow



Vnt1 M, Vn

Xn+1

Xn

Xn1 + Znpt = F(Xn) + Mpzp, My = 01/ 0x;

in one time step a linearized neighborhood of x, is
advected by the flow

transported by the Jacobian matrix M, into a neighborhood
given by the M eigenvalues and eigenvectors



let the initial density of deviations z from the deterministic
center be a Gaussian whose covariance matrix is

Qk = (z2{)

a step later the Gaussian is advected to

(Zizd) — (Mz);(Mz)])
Q — Mam’

next: add noise



M,QuMT + A,

in one time step
a Gaussian density distribution with covariance matrix Qp, is

advected by the flow
smeared with additive noise

into a Gaussian ‘cigar’ whose widths and orientation are given
by the singular values and vectors of Q. 1



Qn+1 = MnQnM,Z- +Ap

advect deterministically
local density covariance matrix Q — MQMT™

add noise covariance matrix A

covariances add up as sums of squares



iterate Q1 = MpQ,M] + A, along a trajectory

if M is contracting, |A;| < 1,

the memory of the covariance Q of the starting density is lost,
with iteration leading to the limit distribution

Qn=20n+Mp_1A5_4 MnT_1 + Ms_zAn—z(M,%_z)T +e



if all eigenvalues of M are strictly contracting, all |A;| < 1

any initial compact measure converges to the unique invariant
Gaussian measure pg(z) whose covariance matrix satisfies

Q=MQMT + A

[A. M. Lyapunov doctoral dissertation 1892]



width of the natural measure concentrated at the attractive
deterministic fixed point z =0

1 z° A
pO(Z): \/m eXp _E ) QZW?

@ is balance between contraction by A and noisy smearing
by A at each time step

@ for strongly contracting A, the width is due to the noise only

@ As |A| — 1 the width diverges: the trajectories are no
longer confined, but diffuse by Brownian motion



@ assume SSD has a single attractive equilibrium

@ truncate SSD to the first two cumulants: mean flow,
perturbation state covariance C

@ closure (drop higher cumulants) by Lyapunov equation

‘2? — AC+CA! + «Q, A — linearized flow

@ works for Jupiter




example : 2D Brusselator limit cycle



noisy dynamics of a nonlinear system is fundamentally different
from Brownian motion, as the flow ALWAYS induces a local,
history dependent effective noise




@ D. Lippolis and P. Cvitanovi¢, How well can one resolve the
state space of a chaotic map?, Phys. Rev. Lett. 104,
014101 (2010); arXiv.org:0902.4269

@ P. Cvitanovi¢ and D. Lippolis, Knowing when to stop: How
noise frees us from determinism, in M. Robnik and
V.G. Romanovski, eds., Let's Face Chaos through
Nonlinear Dynamics (Am. Inst. of Phys., Melville, New
York, 2012); arXiv.org:1206.5506

@ J. M. Heninger, D. Lippolis and P. Cvitanovi¢,
Neighborhoods of periodic orbits and the stationary
distribution of a noisy chaotic system,
arXiv.org:1507.00462


http://arxiv.org/abs/0902.4269
http://arxiv.org/abs/1206.5506
http://arxiv.org/abs/1507.00462

student raves :
...108 times harder than any other online course...


http://chaosbook.org/course1/about.html
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