Appendix J

Infinite dimensional operators

(A. Wirzba)

of trace-class and Hilbert-Schmidt matrices, the deteamiis over infinite
dimensional matrices and regularization schemes for oestrdr operators
which are not of trace-class.

Tms APPENDIX, taken from ref. [J.1], summarizes the definitions and privge

J.1 Matrix-valued functions

(P. Cvitanovit)

As a preliminary we summarize some of the properties of fionet of finite-
dimensional matrices.

The derivative of a matrix is a matrix with elements

dA(X)

AR = dx ’

, d
A9 = A, (@.2)
Derivatives of products of matrices are evaluated by thénchsae

d dA dB

A matrix and its derivative matrix in general do not commute

d , dA dA
=G ALy (J.3)
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The derivative of the inverse of a matrix, follows frogQ(AA‘l) =0:

—Al= (J.4)

A function of a single variable that can be expressed in terhaslditions and
multiplications generalizes to a matrix-valued functionrbplacing the variable
by the matrix.

In particular, the exponential of a constant matrix can dendd either by its
series expansion, or as a limit of an infinite product:

v L 0_
f = %EA, A0 =1 (J.5)
1 N

The first equation follows from the second one by the binottiabrem, so these
indeed are equivalent definitions. That the terms of ofgd~2) or smaller do
not matter follows from the bound

X — €e\N X+ Xy \N X+ e\N
b)) <) <)
(+ <1+ <1+

where|oxy| < e. If lim 6xy — 0 asN — oo, the extra terms do not contribute.

Consider now the determinant

det @) = NIim (det (1 + A/N)N .

To the leading order in/N
1 -2

det(1+A/N)=1+ NtrA+ O(N™).

hence
1 N
dete? = I\Ilimo(l + T A+ O(N‘z)) = ¢lfA 3.7)

Due to non-commutativity of matrices, generalization ofiadtion of several
variables to a function is not as straightforward. Expmssinvolving several
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matrices depend on their commutation relations. For exantpe commutator
expansion

e”Be™ =B +t[A,B] + ;[A, [A,B]] + ;[A,[A,[A, BI|] +--- (J.8)

sometimes used to establish the equivalence of the Heigeabd Schrodinger
pictures of quantum mechanics follows by recursive evalnatft derivatives

d AptA) _ A tA
d_t(e Be™) = €*[A,Ble™.

Manipulations of such ilk yield
eABIN — ANGB/N _ i[A, B] + O(N~3),
2N?
and the Trotter product formula: B, C andA = B + C are matrices, then

¢ = lim (eMNePNY" (3.9)

N—oco

J.2 Operator norms

(R. Mainieri and P. Cvitanovi€)

,
J The limit used in the above definition involves matrices -rapas in
vector spaces - rather than numbers, and its convergencbecahecked using
tools familiar from calculus. We briefly review those tooksré, as throughout the
text we will have to consider manyféerent operators and how they converge.

Then — oo convergence of partial products

can be verified using the Cauchy criterion, which states tiatsequencé¢E,}
converges if the dierences|Ex — E;|| — 0 ask, | — co. To make sense of this we
need to define a sensible nofim - ||. Norm of a matrix is based on the Euclidean
norm for a vector: the idea is to assign to a maivixa norm that is the largest
possible change it can cause to the length of a unit vector *

M| = suplIMAll, Al = 1. (J.10)
n
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We say that] - || is the operator norm induced by the vector ngfnil. Construct-
ing a norm for a finite-dimensional matrix is easy, but hdeen an operator in
an infinite-dimensional space, we would also have to speldspace belongs
to. In the finite-dimensional case, the sum of the absoluligegaof the compo-
nents of a vector is also a norm; the induced operator norma foatrixM with
componentsVi; in that case can be defined by

IM]| = miaxZ IMij] . 3.11)
J

The operator norm (J.11) and the vector norm (J.10) are @mbfy distinguished
by different notation, a bit of notational laziness that we shatlolgh.

Now that we have learned how to make sense out of norms of topgrave
can check that exercise J.1

14 < Al (J.12)
exercise 2.9

As||Al| is a number, the norm & is finite and therefore well defined. In partic-
ular, the exponential of a matrix is well defined for all vaduaf t, and the linear
differential equation (4.10) has a solution for all times.

J.3 Trace class and Hilbert-Schmidt class

This section is mainly an extract from ref. [J.9]. Refs. [J.40, J.11, J.14] should
be consulted for more details and proofs. The trace classHalbert-Schmidt
property will be defined here for linear, in general non-hidian operatorsA e
L(H): H - H (whereH is a separable Hilbert space). The transcription to
matrix elements (used in the prior chapters) is sinmjy= (¢i, Ag;) where{¢n}

is an orthonormal basis off and( , ) is the inner product i+ (see sect. J.5
where the theory ofon Koch matricesf ref. [J.12] is discussed). So, the trace
is the generalization of the usual notion of the sum of thgali@l elements of a
matrix; but because infinite sums are involved, not all ofpesawill have a trace:

Definition:

(@) An operatorA is calledtrace class A € g1, if and only if, for every or-
thonormal basisign}:

D Kn, Agn)l < oo, (3.13)

The family of all trace class operators is denotedy
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(b) An operatorA is calledHilbert-Schmidt, A € 75, if and only if, for every
orthonormal basiggn}:

D AP < oo
n

The family of all Hilbert-Schmidt operators is denoted fpy.

Bounded operatorsare dual to trace class operators. They satisfy the follgwin
condition: |{y, Bg)| < C|lwllll¢]| with C < oo andyr, ¢ € H. If they have eigenval-
ues, these are bounded too. The family of bounded operatdenioted byB(H)
with the norm||B|| = su&io% for ¢ € H. Examples for bounded operators are
unitary operators and especially the unit matrix. In faggrg bounded operator

can be written as linear combination of four unitary opemsto

A bounded operato€ is compact if it is the norm limit of finite rank opera-
tors.

An operatorA is calledpositive A > 0, if (A¢,¢) > 0 V¢ € H. Note that
ATA > 0. We defindA| = VATA.

The most important properties of the trace and Hilbert-Sdhitlasses are
summarized in (see refs. [J.7, J.9]):

(@) J1and9, arexideals., i.e., they are vector spaces closed under scalar mu
tiplication, sums, adjoints, and multiplication with baled operators.

(b) Aegiifandonlyif A =BCwithB,C € 7>.
(c) J1c 9J» c Compact operators.

(d) For any operatoA, we haveA € 7> if 3, [|A¢nll® < oo for a single basis.
For any operatoA > 0 we haveA € J1 if >, [{¢n, Adn)| < oo for a single
basis.

(e) If A e g1, Tr(A) = >{¢n, Adn) is independent of the basis used.

(f) Tris linear and obeys TK") = Tr(A); Tr(AB) = Tr(BA) if either A € J1
andB bounded A bounded an® € 74 or bothA, B € 7.

(9) J» endowed with the inner produd¢f\, B), = Tr(AB) is a Hilbert space.
If |All> = [Tr(ATA)]%, then||All> > ||Al| and 7> is the]|| ||>-closure of the
finite rank operators.

(h) g1 endowed with the normiAll; = Tr(VATA) is a Banach spacdlA|l; >
IAll2 = [|JA]l and. g7 is the|| ||1-norm closure of thénite rank operators. The
dual space qff; is B(H), the family of bounded operators with the duality
(B,A) = Tr(BA).

() If A,B € J>, then||AB|l1 < [|Al2IBll. If A € J» andB e B(H), then
IABII2 < [IAll2lBIl. If A € 91 andB € B(H), then||ABJ|1 < [|Al[1[IBIl.
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Note the most important property for proving that an opearadrace class is the
decomposition(b) into two Hilbert-Schmidt ones, as the Hilbert-Schmidt prop
erty can easily be verified in one single orthonormal bass (d@)). Property(e)
ensures then that the trace is the same in any basis. Pesgdajtand (f) show
that trace class operators behave in complete analogy te fark operators. The
proof whether a matrix is trace-class (or Hilbert-Schmiithot simplifies enor-
mously for diagonal matrices, as then the second part ofgutpid) is directly
applicable: just the moduli of the eigenvalues (or — in cdsditbert-Schmidt —
the squares of the eigenvalues) have to be summed up in ordesiwver that ques-
tion. A good strategy in checking the trace-class charaftargeneral matridA is
therefore the decomposition of that matrix into two masiBeandC where one,
sayC, should be chosen to be diagonal and either just barely deii#Schmidt
character leaving enough freedom for its partBer of trace-class character such
that one only has to show the boundednesdfor

J.4 Determinants of trace class operators
This section is mainly based on refs. [J.8, J.10] which ghdid consulted for
more details and proofs. See also refs. [J.11, J.14].

Pre-definitions (Alternating algebra and Fock spaces):

Given a Hilbert spacé{, ®"H is defined as the vector space of multi-linear func-
tionals onH with ¢; ® - - - ® ¢y € ®"H in casepy, ..., ¢ € H. \"(H) is defined
as the subspace ef'H spanned by the wedge-product

GLA A= \/_];1_| Z 6(7T)[¢n(1)®-..®¢n(n)]

* ePp

where®,, is the group of all permutations of letters ande(r) = +1 depending
on whetherr is an even or odd permutation, respectively. The inner prbdu
A"(H) is given by

(@1 A~ A A~ Arn) = det{(gi, 7))

where defaij} = 3 cp, €(m)at) - - - @) A"(A) is defined as functor (a functor
satisfies/\"(AB) = A"(A) A"(B)) on A"(H) with

N1 A ) = Ady A~ A Ay,

Whenn = 0, \"(H) is defined to beC and A\"(A) as 1:.C — C.

Properties: If A trace class, i.eA € g1, then for anyk, /\k(A) is trace class, and
for any orthonormal basig,} the cumulant

T (A @)= Y (@ nnd).(AG, A AAGY) < o0

i1<-~-<ik
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is independent of the basis (with the understanding thaf) = 1).

Definition: LetA € 1, then det (1+ A) is defined as
> k
detL+A)= > Tr ( A (A)) (3.14)
k=0

Properties:

Let A be a linear operator on a separable Hilbert spatand{¢;};” an or-
thonormal basis.

(@) %20 Tr(AX(A)) converges for each € 7;.

(b) [det + A)| < [T5%; (1+ pj(A)) wherey;(A) are thesingular values ofA,
i.e., the eigenvalues ¢ph| = VATA.

(c) |det@ + A)l < exp(lAll).

(d) For anyAs,....An € J1, (Z1,....Z) — det(1+zi”:1 ziAi) is an entire
analytic function.

(e) If A,Be J1,then

det(l + A)detl + B) = det(1+A + B+ AB)
= det((1+A)(1+B))
= det((1+B)(1+A)) . (J.15)

If A € 91 andU unitary, then
det(U™(1+A)U) = det(1+ U™AU) = det@ + A) .

M If Ae g1, then @+ A)isinvertible if and only if det{ + A) # 0.

(g) If 2# 0is ann-times degenerate eigenvalueokE 71, then det{ + zA) has
a zero of ordenatz = -1/A.

(h) For anye, there is aC.(A), depending oA € J1, so that/det + zA)| <
Ce(A) exp(el2).

() ForanyA € 91,

N(A)
det(l + A) = ]—[ (1+25(8)) (J.16)
j=1

where here and in the following J-(A)}j'\'z(lA) are the eigenvalues #fcounted
with algebraic multiplicity .
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() Lidskii's theorem:For anyA € J1,
N(A)

Tr(A) = ) 4j(A) < 0.
=1

(K) If A € g1, then

N(A )

_Z A ( AK(A))

=1

Tr( /\k(A))

Aj (A) -+ 25, (A) < 0.
1<ji<<jk<N(A)

M If A€ Jq,then

det(1+ zA) = Z pa Z A, (A) -2, (A) < 0. (3.17)
k=0  1<ji<-<]k<N(A)

(M) If A € g3, then forlz small (i.e. |z max1;(A)| < 1) the serie$>, Z4Tr ((—A)¥) /k
converges and

det(1+ zA)

&
exp[— > T ((—A)k)]
kel
exp(Trin(1+ zA)) . (J.18)

(n) The Plemelj-Smithies formul®efinean(A) for A € g1 by
_ - am(A)
det(l + zA) = Zoz“T . (3.19)
m=

Thenam(A) is given by them x m determinant:

Tr(A) m-1 0 0
Tr(A2)  Tr(A) m-2 0
() = Tr(:A3) Tr(:A?) Tr(:A) (? (1.20)
1
Tr(A™  Tr(AMD) Tr(AM™2) ... Tr(A)

with the understanding thai(A) = 1 anda(A) = Tr(A). Thus the cumu-
lantscn(A) = am(A)/m! satisfy the following recursion relation

Cm(A)

m
%Z(—l)k”cwk(A) Tr(A¥) form>1
k=1
1. (3.21)

Co(A)
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Note that in the context of quantum mechanics formula (Jid9he quantum
analog to the curvature expansion of the semiclassicalfaatdion with Tr(A™)
corresponding to the sum of all periodic orbits (prime argbakpeated ones) of
total topological lengthm, i.e., letcm(s.c.) denote then' curvature term, then the
curvature expansion of the semiclassical zeta functionvisngby the recursion
relation

Cm(s.c.)

%é(—l)“mﬂcm(sc.) Z [p]& form> 1

r
with [ A=k L- (A_p)
1. (.22)

Co(sc.)

In fact, in the cumulant expansion (J.19) as well as in theature expansion
there are large cancelations involved. Let us order — withmat of generality —
the eigenvalues of the operatldre 7, as follows:

|| > |2 > -+ > |Ajia] > |Ai] = [Ajga] > -

(This is always possible because Efi(f) |di| < ®.) Then, in the standard
(Plemelj-Smithies) cumulant evaluation of the determinaq. (J.19), we have
enormous cancelations of big numbers, e.g. atkHecumulant orderk > 3),
all the intrinsically large ‘numbersi¥, X115, ..., 4X-21543, ... and many more
have to cancel out exactly until onpy1.j, <. <n(a) 4j; - - - 4j, IS finally left over.
Algebraically, the fact that there are these large canoslatis of course of no
importance. However, if the determinant is calculated micadly, the big cance-
lations might spoil the result or even the convergence. Nlog/curvature expan-
sion of the semiclassical zeta function, as it is known tptaghe semiclassical
approximation to the curvature expansion (unfortunatilythe Plemelj-Smithies
form. As the exact quantum mechanical result is approxichagmiclassically,
the errors introduced in the approximation might lead to dfigcts as they are
done with respect to large quantities which eventually eapat and not — as it
would be of course better — with respect to the small surgidgamulants. Thus
it would be very desirable to have a semiclassical analofpear¢éduced cumu-
lant expansion (J.17) or even to (J.16) directly. It might be possible to find
a direct semiclassical analog for the individual eigensaltj. Thus the direct
construction of the semiclassical equivalent to (J.16aiker unlikely. However,
in order to have a semiclassical “cumulant” summation witlarge cancelations
—see (J.17) — it would be just ficient to find the semiclassical analog of each
complete cumulant (J.17) and not of the single eigenvald@sether this will
eventually be possible is still an open question.

J.5 Von Koch matrices

Implicitly, many of the above properties are based on therhef von Koch
matrices [J.11, J.12, J.13]: An infinite matix- A = [|6j — all{", consisting of
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complex numbers, is called a matrix with absolutely convergent determinaitt

the series)’ |aj,k, aj,k, - - - &j,k,| CONverges, where the sum extends over all pairs of
systems of indicesj(, j2,- - -, jn) and kg, ko, - - -, kn) which differ from each other
only by a permutation, anf} < j> <---jn (n=1,2,---). Then the limit

r!im det|sjk — ajkllg =det@l - A)

exists and is called the determinant of the maltrix A. It can be represented in
the form

(o)

det(l — A) = Za” ZIZ‘;J(JJ ::(T(’_ | D

j,km=1

ajj 8k &jm
Aj Ak Skm
9mj Amk @mm

where the series on the r.h.s. will remain convergent eviiieihumbersyy (j,k =

2,---) are replaced by their moduli and if all the terms obtainecekyanding
the determinants are taken with the plus sign. The matrA is calledvon Koch
matrix, if both conditions

Dyl < e, (J.23)
-1
D lak? < oo (3.24)
jk=1

are fulfilled. Then the following holds (see ref. [J.11, ]J)181) Every von Koch
matrix has an absolutely convergent determinant. If thmetdgs of a von Koch
matrix are functions of some parametefajx = ak(u), j,k = 1,2,---) and both
series in the defining condition converge uniformly in thendan of the parameter
i, then asn — oo the determinant dgdjx — ajk(,u)||2 tends to the determinant
det(L+ A(u)) uniformly with respect t:, over the domain gfi.. (2) If the matrices
1- A and1 - B are von Koch matrices, then their proddct C = (1-A)(1-B)

is a von Koch matrix, and

det( - C) = det(L — A) det(l - B).

Note that every trace-class matéxe 73 is also a von Koch matrix (and that
any matrix satisfying condition (J.24) is Hilbert-Schmaltd vice versa). The
inverse implication, however, is not true: von Koch matsi@e not automati-
cally trace-class. The caveat is that the definition of vortKmatrices is basis-
dependent, whereas the trace-class property is badgpendent As the traces
involve infinite sums, the basis-independence is not atiaiht. An example for
an infinite matrix which is von Koch, but not trace-class is tbllowing:

2/i for i-j=+1 and ieven,

2/j for i-j=-1 and jeven,
0 else,
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ie.,
01 O 0 0 0
10 O 0 0 0
00 O 22 0 0
0 0 12 O 0 0
A = (J.25)
0 0 O 0 0 13
0 0 O 0O ¥3 O

Obviously, condition (J.23) is fulfilled by definition. Sew the condition (J.24)

is satisfied ag, >, 2/n? < 0. However, the sum over the moduli of the eigen-
values is just twice the harmonic serigg’; 1/n which does not converge. The
matrix (J.25) violates the trace-class definition (J.18)inats eigenbasis the sum
over the moduli of its diagonal elements is infinite. Thusahsoluteconvergence

is traded for econditionalconvergence, since the sum over the eigenvalues them-
selves can be arranged to still be zero, if the eigenvalués thve same modulus
are summed first. Absolute convergence is of course eskahtiams have to be
rearranged or exchanged. Thus, the trace-class propdrigigpensable for any
controlled unitary transformation of an infinite determmiiaas then there will be
necessarily a change of basis and in general also a re-ogdefrithe correspond-
ing traces. Therefore the claim thatHilbert-Schmidt operator with a vanishing
trace is automatically trace-clags false. In general, such an operator has to be
regularized in addition (see next chapter).

J.6 Regularization

Many interesting operators are not of trace class (althdbgi might be in some
Jp with p> 1 - an operatoA is in J iff Tr/AP < co in any orthonormal basis).
In order to compute determinants of such operators, an sixtef the cumulant
expansion is needed which in fact corresponds to a regatasiz procedure [J.8,
J.10]:

E.g. letA € Jp with p < n. Define

Ra(zA) = (1+ 7A) exp[z S

as the regulated version of the operatdr Then the regulated operatBy(zA) is
trace class, i.eRy(zA) € J1. Define now det(1 + zA) = det(l + R.(zA)). Then
the regulated determinant

N(zA) n 1 A
det(1+ zA) = ]—[ (1+215() exp[Z M] < co. (3.26)
j=1 k=1
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exists and is finite. The corresponding Plemelj-Smithiesfda now reads [J.10]:

()
det,(1+ zA) = Z Zndm (A) . (3.27)

with a?ﬂ)(A) given by them x m determinant:

EL”) m-1 0 .- 0
%”) 05”) m-2 0
n) n) (m 0
dD(A) = 722 %1 . (3.28)
1
where
o0 _ Tr(AY) k>n
k 710 k<n-1

As Simon [J.10] says simply, the beauty of (J.28) is that wiedgg(1 + A) from
the standard Plemelj-Smithies formula (J.19) by simplyisgfTr(A), Tr(A?), ...,
Tr(A™1) to zero.

See also ref. [J.15] whergl;} are the eigenvalues of an elliptic (pseudo)-
differential operatoH of ordermon a compact or bounded manifold of dimension
d,0< g <Ay £ ---andAg T +c0. and the Fredholm determinant

(o0

AQ) = l_[(l— —)

is regulated in the cage= d/m > 1 as Weierstrass product

= A 1 22 Al
AQ) = Q [(1 - /l—k)exp{/l—k + ﬁ ot IR H (3.29)

where L] denotes the integer part pf This is, see ref. [J.15], the unique entire
function of orde having zeros &t} and subject to the normalization conditions

—]InA(O): 0

d d
NAQO) = = INAO) = = =0

Clearly (J.29) is the same as (J.26); one just has to identify-1, A = 1/H and
n—1=[u]. An example is the regularization of the spectral deteantn

A(E) = det[(E - H)] (3.30)
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which — as it stands — would only make sense for a finite dinoerasibasis (or
finite dimensional matrices). In ref. [J.16] the regulatpectral determinant for
the example of the hyperbola billiard in two dimensions $tHu= 2, m = 2 and
henceu = 1) is given as

A(E) = det [(E - H)Q(E, H)]
where
Q(E,H) = —H 1eFH™

such that the spectral determinant in the eigenbadis(@fith eigenvalueg,, # 0)
reads

A(E) = l_[(l—

E E/E
— e’ < .
n E ) -

n

Note thatH 1 is for this example of Hilbert-Schmidt character.

Exercises

J.1. Norm of exponential of an operator. Verify inequal-
ity (J.12):

1€ < el

References

[J.1] A. Wirzba, Quantum Mechanics and Semiclassics of Hyperbolic n-Disk
Scattering Habilitationsschrift, Technische Universitat, Germai997,
HAB, chao-dyri9712015,Physics Reports press.

[J.2] A. Grothendieck,'La théorie de Fredholm,” Bull. Soc. Math. Franc&4,
319 (1956).

[J.3] A. Grothendieck,Produits tensoriels topologiques et espaces nucléaires
Amer. Meth. Soc16, Providence R. I. (1955).

[J.4] C.A. Tracy and H. Widom, CHECK THIS¥redholm Determinants, Dif-
ferential Equations and Matrix Modelbep-thH9306042.

refsWirzba - 7feb1996 ChaosBook.org version13, Dec 31 2009



References 855

[J.5] M.G. Krein, On the Trace Formula in Perturbation Theolat.. Sborn.
(N.S.) 33 (1953) 597-626;Perturbation Determinants and Formula for
Traces of Unitary and Self-adjoint Operato&ov. Math.-Dokl.3 (1962)
707-710. M.S. Birman and M.G. KreiQn the Theory of Wave Operators
and Scattering Operators$Sov. Math.-Dokl.3 (1962) 740-744.

[J.6] J. Friedel, Nuovo Cim. Suppl.(1958) 287-301.

[J.7] M. Reed and B. Simoriethods of Modern Mathematical Physi&%l. I:
Functional AnalysisChap. VI, Academic Press (New York), 1972.

[J.8] M. Reed and B. Simomethods of Modern Mathematical Physi&®l. 1V:
Analysis of OperatorsChap. XIlI1.17, Academic Press (New York), 1976.

[J.9] B. Simon, Quantum Mechanics for Hamiltonians defined as Quadratic
Forms Princeton Series in Physics, 1971, Appendix.

[J.10] B. SimonNotes on Infinite Determinants of Hilbert Space Operatéidy.
Math. 24 (1977) 244-273.

[J.11] I.C. Gohberg and M.G. Kreirintroduction to the theory of linear non-
selfadjoint operatorsTranslations of Mathematical Monograph8 Amer.
Math. Soc. (1969).

[J.12] H. von Koch,Sur quelques points de la théorie des déterminants infinis
Acta. Math.24 (1900) 89-122Sur la convergence des déterminants infinis
Rend. Circ. Mat. Palerm28 (1909) 255-266.

[J.13] E. Hille and J.D. Tamarkir®n the characteristic values of linear integral
equations Acta Math.57 (1931) 1-76.

[J.14] T. Kato,Perturbation Theory of Linear Operato(Springer, New York,
1966), Chap. X§ 1.3 and§ 1.4.

[J.15] A. Voros, Spectral Functions, Special Functions and the Selberg Zeta
Function Comm. Math PhysL10 439 (1987).

[J.16] J.P.Keating and M. Sieber, “Calculation of spedegtkrminants,” preprint
(1994).

refsWirzba - 7feb1996 ChaosBook.org version13, Dec 31 2009



