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Biological Relevance of This Mechanism

Conductance of uncharged NH,, versus NH,™
ion, can solve several biological problems. First,
because K* channels conduct the very similarly
sized NH, ™ ion, there is the reverse possibility
that an NH, ™ ion channel could “leak” potassium
and hence leak membrane potential in eukaryotes.
Amt/MEP proteins are not permeable to any other
ions (26). Transport of only uncharged NH; and
not NH,* assures this selectivity against all ions
that would require replacement for their hydration
shell while in the narrow portion of the channel.
The energetic cost of removing even a single
water of hydration from an ion is prohibitive.
Second, NH,* or any other ion is progressively
energetically unstable as it approaches the center
of the hydrophobic bilayer, whereas NH3 is much
less so because it is electrically neutral. Potassium
channels for example, have solved the problem by
providing 16 carbonyl oxygens, 8 around each
K™ ion position on the way into the channel (34).
Each oxygen offers a partial charge of 0.4 elec-
trons to stabilize each K™ ion. The KcsA channel
also provides a water-filled cavity in the most
energetically costly position at the center of the
bilayer (35). The narrow hydrophobic channel of
AmtB solves this energetic problem, as it also
selects against the ionic form of NH,™ or any
organic molecule larger in cross section than a
single NH,. Third, passage of uncharged NH,
versus NH,* would not leak proton motive force
in conduction. Thus, neither energy nor any

REPORTS

counter ion would be needed to accumulate
ammonia.

Note added in proof: In a recent publication
(37), it is shown that Am conductance by RhBG
in oocytes is electroneutral, in contrast to the
currents reported by the same group for another
homolog (26), and can explain observations of
electric currents in oocytes by an indirect mecha-
nism. If general to the Amt/MEP/Rh family (Fig.
1), this would eliminate the only data that we
discuss as potentially inconsistent with the mech-
anism we deduce.
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Experimental Observation of
Nonlinear Traveling Waves in
Turbulent Pipe Flow

Bjérn Hof,*{ Casimir W. H. van Doorne,’* Jerry Westerweel,’
Frans T. M. Nieuwstadt,’ Holger Faisst,? Bruno Eckhardt,?
Hakan Wedin,? Richard R. Kerswell,® Fabian Waleffe*

Transition to turbulence in pipe flow is one of the most fundamental and
longest- standing problems in fluid dynamics. Stability theory suggests that the
flow remains laminar for all flow rates, but in practice pipe flow becomes
turbulent even at moderate speeds. This transition drastically affects the trans-
port efficiency of mass, momentum, and heat. On the basis of the recent
discovery of unstable traveling waves in computational studies of the Navier-
Stokes equations and ideas from dynamical systems theory, a model for the
transition process has been suggested. We report experimental observation of
these traveling waves in pipe flow, confirming the proposed transi-
tion scenario and suggesting that the dynamics associated with these unstable
states may indeed capture the nature of fluid turbulence.

Turbulence is one of the most common
examples of complex and disordered dy-
namical behavior in nature. Typically, the

motion of clouds, weather patterns, river
flows, and even the flow from a faucet are
turbulent. Yet the way in which turbulence

arises and sustains itself is not understood
even in laboratory experiments with well-
controlled boundary conditions. The first
study of this kind was undertaken by Reyn-
olds (/) in 1883. He investigated the tran-
sition to turbulence in pipe flow and his
observations have posed a riddle ever since.
Whereas stability theory predicts that pipe
flow will remain laminar for all flow rates
(2), in practice pipe flow becomes turbu-
lent even at moderate speeds. In contrast to
other laminar-turbulence transitions, where
primary and secondary instabilities of the
laminar flow provide guidance, the transition
process in pipe flow has remained a near total
mystery. In pipes, turbulence sets in suddenly
and fully, with no intermediate states and
without a clear stability boundary.

Pipe flow can be described by a sin-
gle dimensionless parameter, the Rey-
nolds number Re = UD/v, where U is the
mean (or bulk) flow speed, D the pipe
diameter, and v the kinematic viscosi-
ty of the fluid. In the laminar state,
the flow profile is parabolic and the flow
rate is proportional to the pressure
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gradient. This picture changes markedly
when the flow rate is increased and turbulent
flow commences. The ensuing flow is tem-
porally and spatially highly disordered and
viscous drag and dissipation are strongly in-
creased. In typical pipe flows, turbulence sets
in spontaneously at Reynolds numbers as low
as 2000; however, in carefully designed ex-
periments the transition point can be delayed
to Reynolds numbers as large as 100,000 (3).
On the basis of the recent discovery of trav-
eling wave and periodic solutions to the gov-
erning Navier-Stokes equation (4—10), a new
transition scenario for pipe and related shear
flows has been suggested (/7—13). All of the
observed solutions are believed to be unstable
and cannot persist individually in practical
flows because of the inevitable presence of
ambient noise. Yet as the Reynolds number is
increased, more and more of these unstable
solutions are believed to arise. In their mul-
titude they can support long-lived disordered
flows in which the flow state transiently visits
these unstable solutions before returning to
the laminar state. In mathematical terms, the
unstable states form a chaotic repellor in
phase space (/1), which gives rise to long-
lived turbulent transients. As the Reynolds
number is increased further, this chaotic re-
pellor is believed to evolve into a turbulent
attractor, i.e., an attracting region in phase
space, dynamically governed by the large
number of unstable solutions, which sustains
disordered turbulent flow indefinitely. The
laminar state is still stable, but it is reduced
from a global to a local attractor. As the
Reynolds number increases, the basin of the
turbulent attractor grows, whereas that of the
laminar state diminishes (i.e., the number of
initial conditions that lead to turbulent flow
markedly increases). Consequently, smaller
and smaller perturbations to the laminar flow
are sufficient to cause a transition to turbu-
lence. Some consensus between theoretical
ideas and actual experimental observations
has been found in that the stability boundary,
and hence the basin of attraction of the lam-
inar state, indeed decreases in proportion to
1/Re (14). However, direct evidence that un-
stable traveling waves are relevant for turbu-
lent flows in practice is missing.

For the dynamics of flow patterns in shear
flows, Waleffe (8, 9, 15—17) has proposed a
self-sustaining process. Vortices with a
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streamwise orientation move fast fluid from
the center toward the wall and simultaneously
lift slow fluid from the walls to the center,
creating local anomalies in the streamwise
velocity called streaks. These streaks become
inflexionally unstable. Nonlinear self-interac-
tion of the unstable modes regenerates the
streamwise vortices closing the feedback
loop, thus sustaining these flow states against
viscous decay. The traveling waves reflect
this process. Hence, the most important struc-
tural features of these traveling waves are the
streamwise vortices and streaks. The wavy
nature of these states can most readily be
identified in the periodic modulation of the
low-speed streaks. The waves travel in the
streamwise direction at a phase speed typi-
cally slightly larger than the bulk velocity (4,
5). Because all of the numerically observed
traveling waves are (most likely) unstable,
they cannot persist in practical pipe flows but
may be observable as transients, if indeed
they are relevant to the turbulent flow. The
aim of this study is to identify these traveling
waves in experimental turbulent pipe flow.
A schematic of the experimental set-up
is shown in Fig. 1 (supporting online ma-
terial text) (18, 19). For the present mea-
surements, fully developed laminar pipe
flow [i.e., for which the velocity profile
was parabolic (fig. S3)] was destabilized
350 pipe diameters from the inlet by means
of injecting an impulsive jet for 1.5 s
(~1.9D/U) through a hole of 1-mm diam-
eter in the pipe wall. The jet was injected
orthogonally to the main flow with a vol-
ume flux of approximately 50% of the flux
in the pipe. The so-created turbulent flow
region was inspected 150 pipe diameters
downstream of the injection point with a
500-Hz high-speed stereoscopic particle im-
age velocimetry system. As found in our own
studies and in agreement with previous ob-
servations (20, 21), a distance of 150D is
more than sufficient to allow all transients
inflicted by the perturbation mechanism to

settling

chamber
pump

disturbance
generator
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subside. Hence, the observations presented
here can be regarded as typical flow struc-
tures representative for turbulent pipe flow at
the particular Reynolds number. For visual-
ization purposes, the water was seeded with
10-wm tracer particles that were neutrally
buoyant, and a radial cross-sectional plane of
the pipe was illuminated by a frequency-
doubled pulsed neodymium-doped yttrium
lithium fluoride laser. This plane was viewed
by two cameras positioned in forward scatter
on opposite sides of the light sheet at 45° to
the observation plane (figs. S1 and S2). The
full three-component velocity field at about
2600 points in the observation plane was
reconstructed from the displacement of the
tracer particles between subsequent images
recorded by the cameras (22). The passage of
turbulent structures was recorded in a series
of 1000 contiguous measurements at sam-
pling frequencies between 60 and 500 Hz. A
high degree of precision (figs. S4 to S8) was
achieved with the use of a test section that
minimizes optical distortion and an optimized
calibration procedure to align the stereoscop-
ic camera set-up (fig. S2) (19).

Our first investigation is concerned with
localized turbulent structures, called “puffs”
(21), which occur at relatively low Reynolds
numbers (1800 < Re < 2500). Puffs are
isolated patches of turbulent flow, which are
advected downstream at ~95% of the bulk
velocity. Turbulent puffs typically extend 5
to ~20 pipe diameters, depending on the
Reynolds number. The transition regions be-
tween the laminar flow and the turbulent flow
at either end of the puff are referred to as the
downstream and upstream edge, and these
can be identified by the characteristic veloc-
ity change during the passage of a puff (20,
21). A velocity field in a cross-sectional plane
close to the upstream edge of a puff measured
at Re = 2000 is shown in Fig. 2A. Here, the
laminar flow profile is subtracted from the
measured downstream velocity component.
Regions of high velocity relative to the lam-
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Fig. 1. Experimental apparatus: Water is pumped by way of a settling chamber into a 26-m-long
straight pipe that has a diameter of D = 4 cm. The settling chamber as well as the inlet shape were
designed to minimize disturbances from the inlet (73). The entire pipe is thermally insulated to
avoid heat convection, which would distort the flow profile. The fully developed laminar flow is
perturbed 350D from the inlet, and particle image velocimetry measurements are performed

another 150D downstream.
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inar profile are shown in red, regions of low
velocity relative to the laminar profile are
shown in blue, and transverse components
are indicated by arrows. Whereas the wall
region contains six distinct high-speed
streaks, the central region is occupied by a

large low-speed streak extending three arms
in the radial direction. This streak configura-
tion is in notable agreement with a C; sym-
metric traveling wave (C,, specifies an m-fold
rotational symmetry) found by Faisst and
Eckhardt (4) (Fig. 2B). Generally, the flow is

1596

Fig. 2. Comparison of experimentally (top) and numerically (bottom) observed streak patterns.
Velocity components in the plane are indicated by arrows, and the downstream component is
indicated by color coding, where red or blue signifies velocities faster or slower than the parabolic
profile, respectively. The color coding for the experimental flow patterns (top row) ranges from plus
(dark red) to minus (dark blue) 0.6U; the numerical flows (bottom row) range from plus (dark red)
to minus (dark blue) 0.4U. The maximum in-plane velocities are one order of magnitude smaller
than the maximum out-of-plane components. (A) Experimentally observed state in turbulent puff
at Re = 2000. (B) Cross-sectional slice through a C; symmetric streamwise traveling wave observed
numerically at Re = 1250 (4, 5). (C) C, symmetric state observed in a turbulent puff at Re = 2500.
(D) Corresponding numerical C, traveling wave (Re = 1360). (E) C, symmetric state found in the
experiment at Re = 5300 for fully turbulent flow. The streak configuration in the near-wall region
resembles that of a numerical Cg4 traveling wave (F) (Re = 2900). The dominance of the low-speed
streak in the central part of (E) is more characteristic of a C; traveling wave, suggesting that (E)
may result from nonlinear interactions of C; and Cg traveling waves.

Fig. 3. (A) Azimuthal correlation close to the
upstream edge of a puff (Re = 2000). (B) Cc
Azimuthal correlation close to the downstream
edge of the puff. (C) Display of the azimuthal
correlations from 500 consecutive measure-
ments, taken while a turbulent puff traveled
through the measurement plane. Distances are
measured with respect to the first measure-
ment, which was taken at the downstream end
of the puff. The temporal spacing of the mea-
surements was converted into a spatial one by
multiplication with the advection speed (Tay-
lor’s hypothesis). This approximation is justified
because the puff advection speed is more than
an order of magnitude larger than the in-plane
velocity components. Colors represent the am-
plitude of the correlation ranging from dark red
(+1) for maximal correlation to dark blue (-1) 150
for anticorrelated data. A single correlation

peak is observed for distance <4, which then

splits up into three peaks for distance >4,

indicating a change in the streak pattern from three to six high-speed
streaks in the near-wall region. Correlations were calculated according to
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dominated by the streaks, and the spanwise
motions are critical but much weaker. The
cross-stream motions are therefore more
quickly overwhelmed by fluctuations result-
ing from the inherent instabilities of the trav-
eling waves. Although the experimentally ob-
served state does not display a full periodic
cycle in the streamwise direction, certain fea-
tures of the state persist over a large portion
of the turbulent puff. In particular, we ob-
served that the high-speed streaks are consid-
erably more static than the low-speed streaks,
which was also observed numerically (4, 5).
To quantify the persistence of the symmetry
features, we calculated an azimuthal correla-
tion of the streamwise velocity component in
the vicinity of the pipe wall. A correlation
calculated from the measurements close to
the upstream end of the puff is shown in Fig.
3A. Peaks at 60°, 120°, and 180° manifest the
presence of six distinct high-speed streaks in
the near-wall region. The correlation curve in
Fig. 3B, measured close to the downstream
(leading) edge of the puff, only has a peak at
120°. The flow pattern observed here consists
of three high-speed streaks close to the wall
spaced at 120° and a low-speed region in the
central part of the pipe. Traveling wave
modes with a C; symmetry containing three
high-speed streaks in the near-wall region
have also been calculated numerically (5).
The resulting correlations measured along the
entire puff are shown in Fig. 3C. Throughout
the downstream end of the puff, a single
correlation peak was found. At a distance of
about 4D, the single peak bifurcates into three
peaks (at about 60°, 120°, and 180°), which
persist throughout the upstream part of the
turbulent puff. Visual inspection of the veloc-
ity fields confirms that indeed three high-
speed streaks are present throughout the
downstream section of the puff and six

Carrelation
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2) = 0.7, where r is the radial distance from the pipe centerline, and for
each measurement plane the radius showing the maximum correlation

2m
C(dr)=SU(b,r)U(d + 6,r)dO for five radii in the interval 0.9 = r/(D/ (largest difference between the maxima and minima) was selected.
0
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streaks are present for the remainder of the
puff. Qualitatively, the same result has been
found for all puffs investigated at this Reyn-
olds number. This result is surprising, in that
features of the turbulent puff—i.e., the num-
ber and spacing of high-speed streaks—ap-
pear to be determined by a small number of
unstable states.

The C, traveling wave, shown in Fig. 2C, has
been observed at Re = 2500. Again, the streak
pattern is in excellent agreement with that of its
numerical counterpart (Fig. 2D). The numerical-
ly calculated traveling waves in Figs. 2 and 4 are
shown for lower Reynolds numbers than the
experimentally observed traveling waves. As
pointed out by Wedin and Kerswell (9), the
change in the form of the numerical solutions for
an increasing Reynolds number is very small,
and the main features and symmetry properties
remain unchanged. The flow state (Fig. 2E) was
observed in a turbulent slug (27) at Re = 5300.
The streak/vortex configuration in the near-wall
region resembles a numerically observed Cg4
traveling wave (Fig. 2F). Overall, the measured
structure is more likely to be a combination of C
and C; modes (Fig. 2), which is in accord with
the increased complexity of the observed
structures at higher Reynolds numbers. In
this Reynolds number regime, excellent
agreement was found for statistical quanti-
ties such as the mean velocity and root mean
square velocity fluctuations between the ex-
perimental measurements and numerical

simulations of turbulent flow (figs. S6 to S8)
(19, 23, 24). For plane Couette and channel
flow, the exact traveling waves in the nu-
merical model already capture turbulence
statistics (/7) remarkably well, which can
be seen as an indication of the intrinsic role
of the traveling wave states to the turbulent
flow.

Finally, we observed a C, symmetric trav-
eling wave at Re = 3000 (Fig. 4).This wave
transient showed a periodic modulation sim-
ilar to that of a C, symmetric wave over
several periods and allowed us to estimate its
wavelength (£SD) to (1.1 £ 0.15) D. The
periodic modulation is most evident in the up
and down motion of the left low-speed streak
shown in Fig. 4A. The three figures show half
of one periodic cycle. The corresponding C,
traveling wave (Fig. 4B) has an optimal
wavelength of 0.97D, which is in excellent
agreement with the experimentally deter-
mined value. As in Fig. 2E, the central low-
speed region of the experimental traveling
wave is more pronounced than that of its
numerical counterpart.

The experimental observation of unstable
states can be rationalized by comparing the
characteristic time scales. The experimental
observation time is about 10D/U and the
largest unstable Lyapunov exponent is about
0.07, implying a characteristic time scale for
the decay of a traveling wave transient of
about 14D/U. Thus, if the experimentally ob-

Fig. 4. Velocity scales and color coding are the same as for Fig. 2. (A) Half a wavelength of a C,
traveling wave transient observed in fully turbulent flow at Re = 3000. The frames are spaced by
N4 where the wavelength (=SD) was measured as A = 1.1D = 0.15. The low-speed streak on the
left-hand side shows the clearest modulation. (B) Exact C, traveling wave (Re = 1650) as observed
in the numerical simulations. Again, the frame spacing is /4 and the wavelength is \ = 0.97D. The
strong low-speed streak at the center of the experimental traveling wave is not found in the
numerical traveling wave and is more characteristic for a C, traveling wave. In analogy to the C¢
symmetric wave in Fig. 2E, this suggests that the experimental state may result from interactions

of C, and the C, traveling waves.
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served turbulent state is close to a three-
dimensional traveling wave at one instance,
the observation time is not long enough for it
to evolve far away.

In conclusion, signatures of unstable trav-
eling wave modes have been observed in
surprising clarity and agreement with numer-
ical studies (4, 5). Spatial features of these
wave states persist over large time intervals
in turbulent pipe flow. These insights into the
dynamics and symmetry of streaks open up
further avenues for application of turbulent
and chaos control (25, 26) strategies.

These observations support a theoretical
scenario in which the turbulent state is orga-
nized around a few dominant traveling
waves. Although such a proposal is in line
with dynamical systems ideas (27), there has
been no experimental or theoretical evidence
for its applicability to shear flow turbulence
before the present study. The observation of
the traveling wave states shows that concepts
from dynamical systems theory can contrib-
ute greatly to our understanding of turbu-
lence. Indeed, because unstable solutions
have been calculated for a variety of shear
flows (4-10), we speculate that these states
play a universal role in shear flow turbulence.
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Mesophase Structure-Mechanical
and lonic Transport Correlations in
Extended Amphiphilic Dendrons

B.-K. Cho,™* A. Jain,’* S. M. Gruner,? U. Wiesner'f

We have studied the self-assembly of amphiphilic dendrons extended with
linear polyethylene oxide (PEO) chains and their ion complexes. Keeping the
dendron core and linear PEO chain compatible allows for the combination of
dendritic core-shell and conventional block copolymer characteristics for com-
plex mesophase behavior. An unexpected sequence of crystalline lamellar, cubic
micellar (Pm3n), hexagonal columnar, continuous cubic (/a3d), and lamellar
mesophases is observed. Multiple phase behavior within single compounds
allows for the study of charge transport and mechanical property correlations
as a function of structure. The results suggest an advanced molecular design
concept for the next generation of nanostructured materials in applications

involving charge transport.

The generation of supramolecular structures by
self-assembly of molecular building blocks has
become a powerful tool in designing enhanced
material properties (/, 2). Molecular engineer-
ing of the interface in microphase-separated
domains is believed to be a key to the precise
manipulation of supramolecular structures. To
this end, a variety of molecular building blocks
with rod (3), disk (4), and linear () type archi-
tecture have already been combined. Recently,
dendrimers and their segments, dendrons, have
fostered scientific interest as another class of
building blocks. They are attractive because
their particular shape introduces curved inter-
faces and because large numbers of functional
groups can be readily introduced into a single
molecule (6-8). Their unique structural features
might lead to phase behavior that is quite
different from that of conventional linear
building blocks (9). Indeed, the dendrimer/
dendron-periphery interface has been system-
atically controlled by either tethering differ-
ent generations or periphery groups (10-12),
and micellar structures with complicated lat-
tices have been found in benzyl ether—based
dendrons as a function of temperature (/3,
14). Despite theoretical predictions of a rich
phase behavior (15), observed phases to date
reveal only lamellar, columnar, or micellar
packing. In particular, the existence of three-
dimensional (3D) cubic network structures
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important for potential applications has not
been demonstrated.

Here we report on third-generation am-
phiphilic dendrons extended by linear poly-
ethylene oxide (PEO) chains synthesized as
described in (/6). Although several mole-
cules with varying PEO molecular weights
were studied, we will focus on two com-
pounds, 1 and 2 (Fig. 1), which exhibit mul-
tiple phases that combine the behavior of
linear block copolymers with that of dendritic
systems. The mesophases were accessible
through temperature changes and include
crystalline lamellar (k,, k,), micellar (mc),
hexagonal columnar (hex), continuous cubic
(cc), lamellar (lam), and disordered (dis).
Molecular masses of compounds 1 and 2
were determined to be 4600 and 7500 g/mol
by matrix-assisted laser desorption ionization
time-of-flight (MALDI-TOF) mass spec-
trometry. Based on these molecular masses
and the density of each block, the hydrophilic
volume fractions (/') were calculated to be
0.41 and 0.62 for 1 and 2, respectively. Poly-
dispersities (M, /M) from MALDI-TOF
mass spectrometry and gel permeation chro-
matography (GPC) were found to be less than
1.05. In contrast to most previous combina-
tions of coil-dendron systems, the interface of
these linearly extended dendrons is modeled
in the middle of the dendritic structure rather
than at the focal point (/7-20). The hydro-
philic part is composed of linear PEO plus a
PEO-like dendritic core, whereas the hydro-
phobic fraction consists of eight docosyl pe-
ripheries (21, 22). In this way, structural fea-
tures of phase-separated dendritic core-shell
architectures are combined with the ability to

Tables S1 and S2
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fine tune volume fractions through simple
linear chain extension. Furthermore, linear
and branched chain topologies are combined
within one domain of the microphase-sepa-
rated material.

Thermal behavior of compounds 1 and 2
was studied by differential scanning calorim-
etry (DSC) and transitions corroborated by
dynamic mechanical spectroscopy (DMS)
and temperature-dependent small-angle x-ray
scattering (SAXS). The results are summa-
rized in Table 1. DSC was run at a rate of
10°C/min, and transition temperatures were
determined at peak maxima. Isochronal tem-
perature step measurements at a frequency of
0.5 rad/s and shear amplitude in the linear
regime (<2%) were performed on an ad-
vanced rheometrics expansion system
(ARES) to identify the melting temperatures
of the docosyl peripheries, order-order tran-
sitions (OOTs), and order-disorder transitions
(ODTs). In DSC data, 1 and 2 show two

a A

~10 nm ~16 nm

2:lam

1:mc

R =-(CHp)2,CH3

1:n=31
2:n=96

Fig. 1. Molecular architecture of extended am-
phiphilic dendrons 1 and 2. Oxygen-containing
segments are shown in red. (Top) Schematics
of the type of molecular packing in different
mesophases along with the respective dimen-
sions consistent with SAXS data analyses and
molecular models (red, hydrophilic parts; gray,
hydrophobic parts). The schematics are meant
to illustrate aspects of the local packing behav-
ior only.
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